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Background
Simulation of Energy Networks

Simulation of coupled German energy transportation networks

Funding: 6 million EUR for 2017–2021.

Goals:

hierarchical modeling of transport and distribution networks
fast simulation on all levels
real-time scenario analysis for network operators
coupling of power and gas network

Results: New discretization and
model order reduction methods for

isothermal Euler equations on
network graph
with nonsmooth nonlinearity
leading to coupled system of
differential-algebraic equations (DAEs)
with uncertain parameters

Implemented in morgen — Model Order
Reduction of Gas and Energy Networks.
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Motivation

Change of load or operation condition in the gas network will lead to
transient dynamics.

Fast simulation of this transient process is necessary.

Increasing need for accurate network dynamics requires finer discretization of
the network.

Resulting network model is represented by a system of nonlinear
differential-algebraic equation (DAE).

Network simulation needs computationally expensive solution of this
large-scale nonlinear DAE system.

 Efficient numerical algorithms to model and simulate network are necessary.
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Pipeline Dynamics

Consider the 1D isothermal Euler equation in the spatial domain [0, L]

∂

∂t
ρ = − ∂

∂x
ϕ,

∂

∂t
ϕ = − ∂

∂x
p − ∂

∂x
(ρv 2)− ρg ∂

∂x
h − λ̃(ϕ)

2d
ρv |v |,

p = γ(T0)z(p,T0)ρ.

Here, ρ is the density (kg/m3), ϕ is the flow rate (m3/s), p represents the pressure
(N/m2).

Introducing the mass flow q = ρSv , where S is the cross-section area, we get

Continuity

{ ∂
∂t

p = −γ0

S

∂

∂x
q,

Momentum

{ ∂
∂t

q = −S ∂

∂x
p −γ0

S

∂

∂x

q2

p︸ ︷︷ ︸
Kinematic Term

−S g

γ0
p
∂

∂x
h︸ ︷︷ ︸

Gravity Term

−λ(q)γ0

2dS

q|q|
p︸ ︷︷ ︸

Friction Term

.
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Discretized Pipeline Model
Simplifications

Ignore the kinematic term as ∣∣∣ γ0

S2

q2

p

∣∣∣ =
∣∣∣p v 2

γ0

∣∣∣� |p|.
Furthermore, we assume that the pipe is at equal height (”equi-height” assumption).
Therefore, we get

∂

∂t
p = −γ0

S

∂

∂x
q,

∂

∂t
q = −S ∂

∂x
p − λ(q)γ0

2dS

q|q|
p
,

(1)

with boundary conditions (BCs): p(0, ∗) = ps and q(L, ∗) = qd .

Discretizing (1) using the finite volume method (FVM), we obtain the following system
of nonlinear ODEs:[

Mp

Mq

] [
∂tp
∂tq

]
=

[
0 Kpq

Kqp 0

] [
p
q

]
+

[
Bq

0

]
qd︸ ︷︷ ︸

right BCs

+

[
0
Bp

]
ps︸ ︷︷ ︸

left BCs

+

[
0

g(p, q)

]
︸ ︷︷ ︸

nonlinear

.

Non-constant height is not a problem, model structure stays the same, only Kqp changes.
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Network Structure

supply node

junction node

demand node

Example network

Passive network: network without active elements
such as compressors, valves, etc. It is described by
a directed graph

G = (E , N ),

E : the set of edges, i.e., the pipes in the gas network.
N : the set of nodes, the union of supply nodes Ns ,
demand nodes Nd , and interior nodes N0.

Assembly of the pipeline model for each ei ∈ E  global network model. Insufficient
boundary conditions (2 needed for each ei ∈ E) asks for algebraic constraints: coupling
conditions for interior nodes

qin = qout, mass conservation,

pr
out = pl

in, pressure at end of outflow pipe = pressure at connected inflow pipe,

need to be satisfied.

#algebraic constraints = 2#E −#Ns −#Nd

Smoothing some interior nodes  reducing number of algebraic constraints.
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Topology-based Network Assembly

u w v

u v

Smoothing node w

1 2

3

Smoothed network

Let the junction nodes Nj be nodes that connect at least
three edges, and smooth the nodes No\Nj , we obtain
G̃ = (Ẽ , Ñ ) that has the same network topology.

Constraints reduction

After smoothing the interior nodes No\Nj ,

#algebraic constraints = #Ẽ −#Nd .

For the example network:

2 constraints after reduction.

13 without reduction.

After network assembly, we get the following nonlinear DAE system:


M1

M2
M3

0
0


∂

∂t


u1
u2
u3
q1

q2

 =


K1 B1

q
K2 B2

q
B̄3
p K3

e3 1 1
e1 e2 0




u1
u2
u3
q1

q2

 +


B1
p
B2
p


[
p1
s

p2
s

]
+


0
0

B3
q

0
0

 q3
d + G(∗).
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Newton’s Method

General network model has the following from,[
M

0

]
︸ ︷︷ ︸

M

∂

∂t

[
u
q

]
︸︷︷︸

y

=

[
K Bq

E F

]
︸ ︷︷ ︸

K

[
u
q

]
+ B1ps + B2qd︸ ︷︷ ︸

d

+G(u, q).

Applying implicit Euler method for temporal discretization, we have

F(y t) := (M−∆tK)yt −∆tG(yt)−Myt−1 −∆tdt = 0, (2)

at time step t. Here, ∆t is the time step size.

Algorithm 1 Newton’s method

1: procedure NL dae(∆t, Nt , ε, max it, y0) . Solving (2) to simulate gas network
2: for t = 1 : Nt do . Outer iteration
3: k = 1
4: while ‖F(yt

k )‖ > ε && k ≤ max it do . Inner iteration

5: yt
k+1 = yt

k −
(

∂F
∂y |y=yt

k

)−1
F(yt

k ), k ← k + 1

6: end while
7: yt = yt

k
8: end for

9: end procedure
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Preconditioning

At each Newton (inner) iteration, need to solve linear system

F(yt
k) + ∂yF|y=yt

k
(y − yt

k) = 0, (3)

Consider iterative solvers for (3), here, preconditioned Krylov methods.

The Jacobian can be partitioned according to the DAE (generalized saddle-point)
structure:

∂yF =

[
DF11 DF12

DF21 DF22

]
.

Typical preconditioners are

P1 =

[
DF11

S

]
, P2 =

[
DF11

DF21 S

]
,

where S = DF22 − DF21D
−1
F11

DF12 .

GMRES converges in 3 iterations with P1 and 2 iterations using P2.

Requirement: DF11 and S should be easy to approximate.
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Graph Based Preconditioning

A large network example

0 0.5 1 1.5 2

nz = 700829 10 5

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

10 5

Sparsity pattern of ∂yF

The sparsity pattern of ∂yF is difficult to exploit for fast matrix computations.

Keeping in mind that ∂yF originates from the network assembly,  topology based
reordering for fast computations.

DF ordering [Qiu/Grundel/Stoll/B. 18]

The gas network is a directed acyclic graph (DAG), directions are away from supply
nodes and towards demand nodes. We can order the edges in such a way that at every
node all incoming edges have a lower order than all the outgoing edges, or it has no
incoming edge. We call this a direction following (DF) ordering.
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Graph-based Preconditioning

2
3
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1

A network example
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DF ordering of edges

Corollary [Qiu/Grundel/Stoll/B. 18]

After applying the DF ordering to the gas network, the (1, 1) block of the Jacobian
matrix ∂yF has block lower-triangular structure.
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∂yF after DF ordering

Properties of block lower-triangular preconditioner

P2 =

[
DF11

DF21 S

]
.

DF11
is block lower-triangular, D−1

F11
easy to

compute.

size of S � size of DF11
, therefore

S = DF22
− DF21

D−1
F11

DF12
can be computed

directly.

For the example, DF11
is 200, 348× 200, 348,

S is a 417× 417 matrix.
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Further Remarks

Smoothed nodes are part of the virtual points used for network discretization.

The direction of edges in the DAG is only used for the DF ordering. Real gas
flow direction can be different, cf. numerical experiments.

The DF ordering is not unique, we only need one.

The size of the Schur complement is independent of the mesh size and only
depends on the network structure.

Note that the Jacobian matrix ∂yF has two levels of indices: t for time and k for
”Newton step”, for each t and k computing a preconditioner P2 is still
computational intensive.

 compute only 1 P2 and apply it for all t and k .
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Numerical Experiments
Change of flow direction

Real flow direction may differ from the DAG direction.

57

31
37

Network with 3 supply nodes, 14 demand nodes.
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Numerical Experiments
Change of flow direction

Case 1: p55
s = 50.5 bar , p56

s = 50.5 bar , p57
s = 50.8 bar .

Case 2: p55
s = 50.5 bar , p56

s = 50.5 bar , p57
s = 50.0 bar .

Case 1

200 400 600 800 1,000

−40

−20

0

20

40

time(s)

k
g/
s

in
out

mass flow at 31→ 37

Case 2

200 400 600 800 1,000

−40

−20

0

20

40

time(s)

k
g/
s

in
out

mass flow at 31→ 37

 Mass flow imbalance induces pressure profile.
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Convergence of Newton-Krylov method

Large-scale network example.

Network with 5 supply nodes, 278 demand nodes.
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Convergence of Newton-Krylov method

FVM discretization with mesh size h = 40, ∆t = 1. backslash in MATLAB as “direct
method”.

0 2 4 6 8 10
10−6

10−3

100

103

106

# Newton iter.

‖F
‖ 2

direct method

IDR(4), εtol = 10−6

IDR(4), εtol = 10−4

IDR(4), εtol = 10−3

1st time step

0 1 2 3 4

106

104

102

100

10−2

10−4

# Newton iter.
‖F

‖ 2

direct method

IDR(4), εtol = 10−6

IDR(4), εtol = 10−4

IDR(4), εtol = 10−3

10th time step

Inexactness can further reduce the computational cost.
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Preconditioner Performance

∆t = 1, Induced Dimension Reduction (IDR(s)) solver with different residual tolerance
εtol .

Number of IDR(4) iterations

1 2 3 4 5 6 7 8 9

2
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8

Newton iter.

εtol = 10−6

εtol = 10−4
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1st time step, h = 40

1 2 3 4

1
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4

Newton iter.

εtol = 10−6

εtol = 10−4

εtol = 10−3

10th time step, h = 40

1 2 3 4 5 6 7 8 9
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Newton iter.

εtol = 10−6

εtol = 10−4

εtol = 10−3

1st time step, h = 50

1 2 3 4

1

2

3

4

Newton iter.

εtol = 10−6

εtol = 10−4

εtol = 10−3

10th time step, h = 50
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Computational time

∆t = 1, MATLAB implementation on a desktop with Intel(R) Core(TM)2 Quad CPU
Q8400 at 2.66GHz, 8 GB memory and Linux 4.9.0-6-amd64 kernel.

Table: Computational time for the 1st Newton iteration, 1st time step

h #∂yF S IDR(4) backslash

40 1.03e+05 3.85 0.25 0.13
20 2.01e+05 8.12 0.52 0.36
10 3.97e+05 17.84 1.06 1.18
5 7.91e+05 38.44 2.13 1054.62

2.5 1.58e+06 81.42 4.34 -

S only needs to be computed once.

Direct solver is called in each Newton iteration, and at each time step.
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Conclusions

The concept of “smoothed network” reduces the number of algebraic
constraints.

For large-scale network simulation, direct solvers are not possible, while
iterative solvers are needed.

Network topology based preconditioning shows advantage over direct solvers.

Numerical experiments show the efficiency of our method.

Fast network simulation is also one of the building blocks of the network
uncertainty quantification (UQ) problem.
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Fund) of German Federal State Saxony-Anhalt within the Research Center of Dynamic Systems
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