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Projection Methods and Conjugate Gradients

• Projection Method:

– Let A ∈ Rn×n, b ∈ Rn, Km, Lm m-dimensional subspaces of Rn. Vm,Wm ∈ Rn×m with full
column rank, containing bases of Km, Lm respectively. x0 ∈ Rn an initial vector.

– A projection method for Ax = b searches for a solution (approximation) xm ∈ x0 +Km that
satisfies

b−Axm ⊥ Lm. (1)

– If Km = Lm (1) is called (Ritz-)Galerkin condition and the method is called orthogonal
projection method.

– If Km 6= Lm (1) is called Petrov-Galerkin condition and the method is called oblique projec-
tion method.

• Krylov Subspaces and Krylov Subspace Methods:
Let y ∈ Rn be an arbitrary vector.

Km(A, y) = span{ y, Ay, . . . , Am−1y }

is called the m-th Krylov subspace for A and y. A projection method with Km = Km(A, y) is called
Krylov subspace (projection) method.

http://www.mpi-magdeburg.mpg.de/mpcsc/lehre/2012_WS_SC/


• A prototype Krylov Subspace Method:

Algorithmus 1 Conjugate Gradient Method

Input: A ∈ Rn×n, b ∈ Rn, x0 ∈ Rn
Output: x = A−1b
p0 = r0 = b−Ax0, α0 = ||r0||2
for m := 0, . . . , n− 1 do

if αm 6= 0 then
vm = Apm
λm = αm

(vm,pm)
xm+1 = xm + λmpm
rm+1 = rm − λmvm
αm+1 = ||rm+1||2
pm+1 = rm+1 +

αm+1

αm
pm

else
STOP

end if
end for

Algorithmus 2 Preconditioned Conjugate Gradient Method

Input: A ∈ Rn×n, b ∈ Rn, x0 ∈ Rn, A−1 ≈ P ∈ Rn×n
Output: x = A−1b
r0 = b−Ax0, p0 = Pr0, α0 = (r0, p0)
for m := 0, . . . , n− 1 do

if αm 6= 0 then
vm = Apm
λm = αm

(vm,pm)2
xm+1 = xm + λmpm
rm+1 = rm − λmvm
zm+1 = Prm+1

αm+1 = (rm+1, zm+1)2
pm+1 = zm+1 +

αm+1

αm
pm

else
STOP

end if
end for


