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Rosenbrock methods for solving
differential Riccati equations

Peter Benner Hermann Mena

Abstract

The differential Riccati equation (DRE) arises in several fields like optimal control, optimal filtering, H,
control of linear-time varying systems, differential games, etc. In the literature there is a large variety of approaches
to compute its solution. Particularly for stiff DREs, matrix-valued versions of the standard multi-step methods for
solving ordinary differential equations have given good results. In this paper we discuss a particular class of one-step
methods. These are the linear-implicit Runge-Kuta methods, i.e, the so called Rosenbrock methods. We show that
they offer a practical alternative for solving stiff DREs. They can be implemented with good stability properties and
they allow a cheap way to control the step size. The matrix valued version of the Rosenbrock methods for DREs
requires the solution of one Sylvester equation in each stage of the method. For the case in which the coefficient
matrices of the Sylvester equation are dense, the Bartels-Stewart method can be efficiently applied for solving the
equations. The computational cost (computing time and memory requirements) is smaller than for the multi step
methods.

Index Terms

DRE, Rosenbrock methods, linear-implicit Runge-Kuta, Sylvester equation

I. INTRODUCTION
We consider time-varying differential Riccati equations (DREs) of the form

X(t) = Q)+ X()A(t)+Bt)X(t) — X(t)R(t)X(t) = F(t, X(t)),
X(ty) = Xo,

where ¢ € [to, ts], A(t) € R™", B(t) € R™™, Q(t) € R™*", R(t) € R™™, X(t) € R™*"™. We assume
that the coefficient matrices are piecewise continuous locally bounded matrix-valued functions, which
ensure existence of the solution and uniqueness of (1), see, e.g., [2, Thm. 4.1.6]. The DRE is called
symmetric, if Q(t), R(t) are square, symmetric matrices and B(t) = A(t)” for all ¢ € [to,t].
Symmetric DREs arise from linear-quadratic optimal control problems like LQR and LQG design with
finite-time horizon, in H,, control of linear-time varying systems as well as in differential games; see,
e.g., [2], [15], [20]. Unfortunately, in most control problems fast and slow modes are present. This implies
that the associated DRE will be fairly stiff, which in turn demands for implicit methods to solve such
DREs numerically. Therefore, we will focus here on the stiff case. In this context, several approaches to
solve DREs have been proposed, [1 1], [16], [18]. Particularly, matrix-valued algorithms for solving DREs
based on generalizations of the BDF methods have been considered, see [3], [10], [12]. These methods
are also suitable for large scale differential Riccati equations (DREs) arising in optimal control problems
for parabolic partial differential equations [5], [19].

In general, the BDF methods require fewer function evaluations per step than one step methods, and they
allow a simpler streamlined method design from the point of view of order and error estimation. However,
the associated overhead is higher for changing the step size compared with one step methods. Diagonally
implicit Runge-Kutta methods or collocation methods offer an alternative to the BDF methods for solving
stiff problems. Especially, linearly implicit one-step methods (better known as Rosenbrock methods) give
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satisfactory results see, e.g., [7], [14]. The idea of these methods can be interpreted as the application
of one Newton iteration to each stage of an implicit Runge-Kutta method and the derivation of stable
formulae by working with the Jacobian matrix directly within the integration formulae. Here, we derive
a matrix valued version of the Rosenbrock methods for solving DREs.

In the literature, variants of the Rosenrock method are discussed, in which the Jacobian matrix is retained
over several steps or even replaced by an approximation which renders the linear system cheaper. Methods
constructed in this way were first studied by T. Stethaug and A. Wolfbrand in 1979. Since they denoted
the inexact Jacobi matrix by “W”, these methods are often called 1//-methods. In general, they are a
practical alternative when low accuracy is prescribed. The application of these ideas to the matrix-valued
Rosenbrock methods discussed is straight forward.

This paper is organized as follows. First, we will review matrix-valued versions of numerical methods
for DREs. Then, in Section II we describe the Rosenbrock methods, discuss stability properties and show
some particular schemes. The application of this method to DREs is shown in Section III, as well as
implementation details. In Section IV numerical experiments are discussed. A brief summary and outlook
on future work concludes the paper.

II. ROSENBROCK METHODS

As described in [10], the numerical methods for solving DREs of the form (1) can essentially be

distinguished into five classes: unroll the matrices into vectors and integrate the resulting system, linearize
the DRE and solve the resulting Hamiltonian type system, transform the DRE into two coupled nonlinear
equations (the so-called Chandrasekhar system), methods based on the superposition property of the Riccati
solutions and matrix versions of the ODE methods. The latter is in general the most efficient method, we
refer the reader to [10], [12] and references therein for a detailed explanation. Moreover, as we consider
stiff DREs the BDF methods are the natural choice. These methods solve the DRE using matrix-valued
algorithms based on standard BDF methods for solving ODEs [10], [12].The application of the BDF
methods yields an algebraic Riccati equation (ARE) to be solved in each time step. Since the ARE is
a nonlinear matrix equation, it is natural to apply Newton’s method or variants of it. The application of
Newton’s method yields a Sylvester equation to be solved in every step, details and further references can
be found in [17].
Other matrix-valued algorithms yields an ARE to be solved in every step also, e.g., the Midpoint or
Trapezodial rules. In fact, as stated in [I2], mainly every implicit scheme yields an ARE to be solved
in every step. For stiff DREs the BDF methods are a good choice among multistep methods [10]. In the
following we will see that Rosenbrock methods offer a practical alternative to the BDFs methods.

Let us consider a non-autonomous ODE system

T = f(t,x), x(ty) = w0, 2)

where f : [tg, 1] x R” — R™ is bounded in the neighborhood of the initial point and Lipschitz continuous
in z. Then, the general s-stage Rosenbrock method for (2) is given by

ki = hf (tk + Oéih, Tk ‘+ Z;;ll Oéij]{j) + "}Qh2%(tk, .’I?k)
+hSL(tk, wk) Y5y Yiikis i=1,...,s, 3)
Tp+1 = Tp+ Zj‘:1 bik;,

where «;j, 7;;, b; are the determining coefficients and / is the step size. The additional coefficients are

given by
i—1 i
a; = Z Qg Vi = Z%‘j- 4)
j=1 J=1



0.39433757 < v < 1.28057976 | 0.22364780 < v < 0.57281606
0.42078251 < v < 0.47326839 | 0.24799464 < v < 0.67604239

s A-stability \ L-stability \
1 1/2<y <00
2 1/4<vy < o0 2-v2)/2<y<(2+V?2)/2
3 1/3 <~ < 1.06857902 0.18042531 < ~ < 2.18560010
4
5

TABLE 1
A AND L-STABILITY FOR ROSENBROCK METHODS [14].

Each stage of this method consists of a system of linear equations with unknowns k;. Note that for the
autonomous case, i.e., f(t,z) = f(z), the coefficients from (4) do not appear and therefore the iteration
is simplified. Also of special interest are the methods for which v;; = -+ = 7, = 7, then A-stability
and L-stability can be achieved, see Table I, the order of the resulting method is s or s + 1 for specific
values of v. That is because in general Rosenbrock methods have the same stability function as diagonally
implicit Runge-Kutta methods, for details we refer the reader to [14].

Rosenbrock methods are very attractive for several reasons like: excellent stability properties, easy to im-
plement, cheap step size control, suitability for parallelization [&], [22], applicability to implicit systems of
the form My = f(y), among others. In order to avoid matrix-vector multiplications, in the implementation
of the method new variables are introduced:

U; = Z 'Yijkj-
j=1

Thus, the s-stage Rosenbrock method (3) can be written as

i—1
(h}h_il - %(tk, Tp))u; = f(tk‘ —|I O{i.h, x) + z(;jzl ;)
+ 00 Fus Yih%E (e, x1), (%)
Thel = Tp+ i My,
where i = 1,...,s, and
I'= (), C =diag(y,', ., 7)) — T ©)
(Clij> = (ozij)F_l, (ml, R ,ms) = (bl, e bs)F_l.

The Rosenbrock methods have been deeply studied, e.g., in [14].

A. Some popular Rosenbrock schemes
a) Linearly implicit Euler method: The one stage Rosenbrock method, also known as the linearly
implicit Euler method, for non-autonomous systems becomes

(I = 2t o)h)ky = flzi) +h % (t, z),
Try1 = Xk + hky.

(7

The coefficients are chosen as
blz]_, ’)/:17 0411:0.

The method is of order p = 1 and the stability function is the same as the one for the implicit Euler method.



b) A second order method: In [6] a second order method (for autonomous ODE systems) is described
for application to atmospheric dispersion problems describing photochemistry, advective, and turbulent
diffusive transport. For non-autonomous systems the scheme can be written as

(I — 2Lt xp))hr = [tk an) +YhE (L, o),
(I —vhl(te,oi))ke = f(te + hyap + hky) — 2ki — YA (e, 1), (8)
Tpyr1 — Tk + %(3]1’1 + k’g)

It is pointed out by the authors that the method is capable of integrating with large a priori described step
sizes for the problem that they are dealing with [6].

¢) A fourth order method: The most popular Rosenbrock methods are of fourth order: Kaps-Rentrop
(1979), Shampine (1982) and Veldhuizen (1984). The scheme proposed by Shampine can be written as

Bk = f(ty,zx) + 3h% (4, 2p),
Eky = f(ty+ hyap + hki) — 3hSL (4, ) — 4k,

Eks = fte+2h,z,+ Zhki + 2hk ) + 202 (1 2y
+@k1 + Qk%
Ek}4 — f <tk ‘I’ h fL‘k + hk:l + th) 22590h?9{ (tlﬂ? l’k)
125k1 Taske — k?’
Tk+1 = T+ h(l_gkl + }LkQ + 216k3 + ggk‘*)’

€))

125

where £ =] — %h%(tk,xk), see [21] for details.

d) A stiff-nonstiff method: Most codes for solving initial value problems are intended to deal with
stiff or nonstiff problems but not both. Rosenbrock methods allow to deal with this issue choosing the
coefficients of the method common to the ones of an explicit Runge-Kutta method. In [13] the authors
investigated this idea for a fourth order method. The result is a Rosenbrock integrator of order four that
contains an explicit Runge-Kutta method embedded. It switches from one to the other solver, when the
solution leaves a stiff domain and enters a nonstiff domain or vice versa. Even though it is not a simple
task to determine when the solution leaves or enters in a stiff domain, this idea can be efficiently exploited
to integrate some type of problems [I3].

All the methods described above have already proven to be very effective in many applications, e.g.
see [0], [13], [22]. Most of the computational cost is related with the evaluation of the partial derivatives
of f at every step. In general the latter is considered expensive. In the next section we explain how to
efficiently implement this for solving DRE:s.

ITII. APPLICATION TO DRES

We consider time varying DREs of the form (1). The application of the Rosenbrock method (5), as a
matrix-valued algorithm, to the DRE (1) yields

(ol — %t X)) Ky = F(ts + aih, X, + S ayK;)
+ 2250 PG+ vk (10)
Xk'—l—l - Xk+z ,1mjK]a
where ¢ = 1,...,s, and the coefficients of the method are defined as in (4) and (6). We use K; instead

of w;, note that K; represent n x n matrix. We also note Fj, = %—f(tk, X (tr)).



The derivative g—i(zﬁk,Xk) in (10) is given by the (Frechét) derivative of F' at X, represented by the

Sylvester operator
oF

8—X(tk, Xi) U — (B} — RpXp)"U + U(Ax — RiXy),
where X ~ X(t), Ax = A(tx), Br = B(tx), Ri. = R(t;) and U € R™*™,
Replacing g—)F((tk, Xj) in the left hand side of the first equation in (10) we obtain,
1
hii
and re-arranging terms yields

1 T 1

K; — (B} — R X)) K; — Ki(Ap — RpXy),

Defining
Ap = Ay — R X L By = (Bl — RpX 11T
k= Ak k<X ke S k= \ Dp KAk i ;
we can write (10) as
— 300 K — yh By, (11
Xk+1 = Xk+2j:1 mjKj,
where © = 1,...,s. Hence, one Sylvester equation has to be solved in each stage of the method every

time step. Note that for the matrix valued BDF methods applied to DREs one ARE has to be solved every
step, which requires the solution of one Sylvester equation in every Newton iteration [17]. Therefore, the
computational cost for solving DREs using Rosenbrock methods is drastically reduced compared with the
one using the BDF methods.

For the case in which the coefficient matrices of Sylvester equations are dense, the Bartels-Stewart method
[4] can be efficiently applied. We point out that if the number of stages of the method is bigger than
one, i.e., s > 1, only one Schur decomposition is needed so the cost of solving s Sylvester equations is
almost the same as for solving one equation. This can be exploited using, e.g., the Sylvester solver from
SLICOT!, which is accesible in MATLAB as function s1sylv provided by the SLICOT Basic Systems
and Control Toolbox”. This property can be used to efficiently implement the method, especially if the
dimension of the problem is large, i.e., the size of the matrix X.

Note that working with an s-stage Rosenbrock method the intermediate approximation at stage s — 1 can
be used to cheaply estimate the local error for controling the step size. For instance, the intermediate
approximation of the second order Rosenbrock method (8) corresponds to the application of the linearly
implicit Euler method at ¢ ;. Taking this into account a general implementation of the s-stage Rosenbrock
method using step size control is sketched in Algorithm III.1. There, the growth of the step is limited by
a factor ¢ > 1 and the maximum step size allowed Ay, qy.

A. Implementation details
If F(t), + oih, Xp + 23;11 a;;K;) in (11) is written as

_ TS - %
(BE, = R Xi = 1) %0+ KA, = Riy X — g21)
+Quy, + X, By, X + #Xk’

i1

(12)

!Subroutine Library in Control, available at www.slicot.org
2See http://www.slicot.org/index.php?site=slbasic
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Algorithm IIIL.1 s-stage Rosenbrock for DREs using step size control

Require: Let i be the initial step size, [a,b] the integration interval, X, the initial condition, p < 1 and
q > 1 safety parameters, 7’0ol desired integration error, and /., maximum step size allowed.

Ensure: (Xj,;) such that X ~ X(;).

1: k=0.

2: tg = a.

3: while ¢, < b do

4: t =ty + hy

s: forv=1to s do

6: /Ik:Ak—Rka— L 1

2hvii

T
w Bi= (B - RuX.— ﬁ[)
8: Solve the Sylvester equation
i—1 Cij
=i K — il Fy
9: end for

100 Yig = Xp+ Zj;} m;K;

11: }/k-l—l = Xk + Z;Zl TI’LjKj

122 € = [[Yip1 — Yira |

13 h o= min(ghg, has, {/ 222Dy
14:  if ¢, < Tol then

15: tk+1 =1

16: Xir1 = Y

17: hk:—H = min(h, b— tk+1)
18: k=k+1

19: else

20: h,=h

21:  end if

22: end while

where Ay, = A(ty, + o;h), By, = B(t, + a;h), Ry, = R(ty + o;h) and X = X + Z;;ll a;; K, then, in
some cases we can simplify the implementation of the method.
Let us consider the linearly implicit Euler method applied to DREs

BLK, + K| 4, = —F(Xy)— hE,,
Xep1 = Xi+ Ky,
_ ~ T
where Ay, = A — R X — %I and Bj, = B,f — R X — %I . If we write F'(X}) analogously to (12),
then we can re-write (13) such that the next iterate is computed directly from the Sylvester equation,

_ _ 1
By X1 + X1 A = —Qr — Xp R Xy, — EXk — hFy,. (14)

13)

The right hand side of (14) is simpler to evaluate than the one in (13), so the implementation of (14) is
more efficient.
Let us now consider the second-order Rosenbrock method (8), as a matrix-valued algorithm, applied to



the DRE (1) - -
By + KAy = —F(tgg, Xi) — by EFy,,
ByKy + KoAy = —F(tgpr, Xp +hKy) + 2K, + v, (15)
Xey1 = Xip+ %Kl + %Km
T
where /_lk = Ak — Rka — ﬁ], Bk = Bg — Rka — ﬁ] and tk+1 = tk + h.

Rewriting the right hand side of the second Sylvester equation in (15) analogously to (12) as
—F(tpg1, Xi) + %Kl + YhFy, — 2K 1R Ky + 2K,

—(BT — R X —LI>TK —K(A — R X —LI) (16)
k41 k+1k 2hy 1 1 k+1 k+1k 2hy )

under the assumption that the size of the matrix X is large and due to the linearity of the Sylvester
equation, it is more efficient to solve an additional equation (with the same coefficient matrices A;, and
By,) than solving (15) directly. The right hand side of this equation is chosen as the common factor
of the right hand sides of the equations involved in each stage. Then, the original solution is recovered
afterwards. The standard implementation of this second order Rosenbrock method is sketched in Algorithm
II1.2, which can be endowed with step size control as in Algorithm III.1.

Again, note that the additional solve is cheap if we exploit the decompositions of Ax, Bj and only
perform the backward substitution step of the Hessenberg-Schur or Bartels-Stewart methods. Finally, we
point out that a similar implementation can be straightforward performed for any s-stage Ronsenbrock
method.

Algorithm IIL.2 Rosenbrock method of second order

Require: Q(t), A(t), S(t), € R™*" are piecewise continuous locally bounded matrix-valued functions
t € [a,b], Xy, and h is the step size.
Ensure: (Xj,1;) such that X; ~ X ().
1: 1o = a.
2. for k=0 to [%%] do
33 g =ty +h
4: Ak = Ak — Rka — 27%]

T
55 By= (B,”{ — R Xy — ﬁf)

Solve the Sylvester equation By, K11 + K11 Ay = —F (ty41, X)
Solve the Sylvester equation By K1 + K124, = —F,

Ky = Ky +vyhKi

Solve the Sylvester equation

0 oD

_ _ 1
BiK2 + KAy = _h2K1Rk+1K1 — F(trsr, Xp) + (E " 2) K

1 \7" 1
(BkT+1 — Rep1 Xy — %]> hEKy — hi, (Ak—H — R Xy — %I)
I Xyp = Xp + 3hE + LG
12: end for




B. Autonomous DRE

For autonomous DREs, i.e., DREs, in which the coefficients matrices Q(t), A(t), R(t) are constant,
F(tgs1, Xi) = F(Xg), so Fy, = 0. Particularly, for the second order Rosenbrock method this term, arising
in the second Sylvester equation,

— <BT — RX; — %I) ThK1 — hK, (A — RX; — ﬁ[) (17)
is equal to hF'(X}) because of the linearity of the solution. Therefore, the method can be written like:
Xin = Xt ShKi+ ShE, (18)
ByK, + K1 Ay = —F(Xy), (19)
ByKy + KyAy = —R*K(RK; + (h—l7 + 2) K1+ (h—1)F(Xy), (20)

X1 = Xp+ Shi + %hKQ, 21)

BiK,+ K A, = —F(X}), (22)
BiKoy + Kn A, = —h*K,RK; + (% + 2) K, (23)
Ky = Ky —(h—1K. (24)

In control theory, particularly solving finite dimensional linear quadratic control problems we have to
deal with symmetric DREs. Thus, instead of a Sylvester equation, the solution of a Lyapunov equation in
every stage of a Rosenbrock method is required. Particularly, for large scale DREs arising from the
discretization in space of the optimal control problems governed by partial differential equations of
parabolic type an efficient implementation of the Rosenbrock methods is proposed in [19]. The key
ingredient there is to find a low rank approximation of the solution and to rewrite the method for the
these low rank factors of the solution.

IV. NUMERICAL RESULTS

A. Example 1
Let us now consider the following symmetric DRE of size n,
X(t) = —X%*(t)+ kL,  te<t<T 25)
X(to) - Xo.

If X, is diagonalizable, i.e, Xy = SAS™! with A=diag[)\;], then the analytic solution of (25) is:
ksinh kt + A; cosh kt g1
cosh kt + 4 sinh kt

refer to [9] for a detailed explanation. Here, we choose
Xo=1,, k=3, n=60.

In Figure 1 the error vs. step size by a variable step size/order method is shown in (a) for the BDF
methods up to order three (BDF123) and in (b) for the Rosenbrock method of up to order two (Ros12).
The tolerance to accept or redo the current step was choosen as T'ol = 1le — 4. We can observe that the
performance of the Rosenbrock of order two is competitive achieving higher precision with essentially
the same step size at a low computational cost.

X(t) = Sdiag

Y



4 -5
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Fig. 1. Example 1 (a) error vs. step size by the variable step size and order BDF method up to order 3 (BDF123), (b) error vs. step size
y the variable step size Rosenbrock method of order two (Ros12)

B. Example 2

This example was taken from the SLICOT collection of benchmark examples for continuous-time
algebraic Riccati equations [1]. Here, we consider the associated DRE

X(t) = (CTQ)CTQ)T + ATX(t)+ X (t)A

—X(t)(BR'R)(BR'R)TX(t), (26)

where the matrices C, Q A, B and R come from the ARE arising in the discretized problem. The initial
condition for (26) is equal to zero.

Besides the system dimension n = 100, the problem parameters are set as the default values of this
benchmark example, [1].

In Figure 2 the error vs. step size by BDF123 is shown in (a). The same data are plotted for Ros12 in
(b), respectively. The tolerance for accept or redo the current step was choosen as T'ol = 1le —7. As in the
previous example we observe that the Rosenbrock methods achieve higher precision than BDF methods
even with much fewer steps. Recall that in Rosenbrock methods, only Lyapunov equations need to be
solved which is significantly cheaper than solving AREs as in BDF methods.

V. CONCLUSIONS

Solving differential Riccati equations is a central issue in many applications like, e.g., control de-
sign problems. By rewriting the Rosenbrock methods in terms of matrix operations, it turns out that a
Sylvester(or Laypunov) equation has to be solved in each time step. The computational cost of solving
DRE:s by this method is significantly smaller compared with the BDF methods which require the solution
of an algebraic Riccati equations to be solved in every step. The good stability properties and other nice
features of the Rosenbrock methods make these methods a practical alternative to efficiently solve DREs
specially for the autonomous case which allows an efficient implementation.
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