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Real versions of low-rank ADI methods with
complex shifts

Peter Benner, Patrick Kürschner, and Jens Saak

I. INTRODUCTION

We consider the numerical solution of large-scale generalized Lyapunov equations

AXET + EXAT = −BBT (1)

with A, E ∈ Rn×n large and sparse, nonsingular, Λ(A,E) ⊂ C− and B ∈ Rn×m, m � n. Due to the low rank of the
right hand side, we are interested in approximating the solution of (1) via low-rank factors Z ∈ Rn×r, r � n such that
ZZT ≈ X ∈ Rn×n. The generalized low-rank ADI method (G-LR-ADI) [7], [14], [1] is the method of our choice for this
purpose. It constructs the following low-rank factors Z = [V1, . . . , Vjmax

], where the Vj are obtained from the iteration

V1 =
√
−2 Re (p1)(A+ p1E)−1B,

Vj =
√

Re (pj)
Re (pj−1)

[
I − (pj + pj−1)(A+ pjE)−1E

]
Vj−1, j > 1.

We assume that the occurring linear systems involving A + pjE can be solved efficiently with sparse-direct [11], [9] or
iterative methods [15]. The set of optimal shift parameters are related to a rational minmax problem which involves the
complete spectrum Λ(A,E). Since all eigenvalues will, in a large-scale setting, in general not be easily available, a cheap
heuristic approach has been proposed in [14] which uses a small number of Ritz values as approximate eigenvalues to solve
the minmax problem in an approximate sense.

Our main concern is the case when Λ(A,E) contains complex eigenvalues. Hence, the shift parameters will be complex as
well and G-LR-ADI will employ complex arithmetic and storage and produce complex low-rank factors. From a numerical
and practical point of view this is undesirable. This technical note is concerned with G-LR-ADI versions that compute real
low-rank factors by using only real, or only an absolutely necessary amount of complex arithmetic operations. Its main purpose
is to give detailed implementations as pseudo code which have been left out in references regarding this issue [14], [13], [7],
[6], [5]. All these methods require that complex shifts occur in pairs pj , pj+1 = pj . This alone ensures that ZZH is a real
matrix even if the low-rank factor is complex, provided that the method is not stopped in between a complex pair of shifts.

II. COMPLETELY OR PARTIALLY REAL VARIANTS OF G-LR-ADI COMPUTING REAL LOW-RANK FACTORS

A. Concatenating two complex into one real iteration steps via “squaring”.

For standard Lyapunov equation (E = In) an approach is proposed in [14], [13], [7] that exploits the identity

(A± pIn)(A± pIn) = A2 + 2 Re (p)A+ |p|2In

to derive a reformulation of LR-ADI that avoids complex arithmetic completely at the price of squaring the matrix A. This
might lead to numerical problem when solving the involved linear system with sparse-direct or iterative solvers. This variant
is usually referred to as LR-ADI-R and a complete algorithm can be found in [7, Algorithm 4]. A derivation of the involved
formulas is given in the appendix of [6].

For generalized Lyapunov equations we have, exemplary for the first two iterations and p1, p2 = p1:

V2 =
[
I − 2pj−1(A+ pjE)−1E

]
V1

=
√
−2 Re (p1)(A+ p1E)−1(A− p1E)(A+ p1E)−1B

=
√
−2 Re (p1)(E−1A− p1In)(E−1A+ p1In)−1(A+ p1E)−1B

=
√
−2 Re (p1)(E−1A− p1In)(AE−1A+ 2 Re (p1)A+ |p1|2E)−1B

= −p1
√
−2 Re (p1)Ṽ1 +

√
−2 Re (p1)Ṽ2,

Ṽ1 := (AE−1A+ 2 Re (p1)A+ |p1|2E)−1B, Ṽ2 := E−1AṼ1 ∈ Rn×m.
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The first 2m columns of the low-rank factor are then given by

Z2 = [2
√
−Re (p1)|p1|Ṽ1, 2

√
−Re (p1)Ṽ2].

The generalization of LR-ADI-R to (1) leads to a completely real G-LR-ADI (G-LR-ADI-R) version given in Algorithm 1.
The obvious weak point of this approach is that forming the coefficient matrix for the linear system to be solved requires to
build AE−1A which can, depending on the structure of E, easily become dense. Hence, except when E is an easy matrix
(e.g., diagonal), this real formulation of G-LR-ADI is inefficient in a large-scale setting. Note also that for each complex pair,
an additional solve with E is required which introduces even higher computation costs.

Algorithm 1: G-LR-ADI-R
Input : A, E and B as in (1) and shift parameters {p1, . . . , pjmax

}.
Output: Z = Zjmax

∈ Rn×tjmax , such that ZZT ≈ P
for j = 1, 2, . . . , jmax do1

if j = 1 then2

if p1 is real then3

Ṽ1 = (A+ p1E)−1B, Z1 =
√
−2 Re (p1)Ṽ1;4

else5

Ṽ1 := (AE−1A+ 2 Re (p1)A+ |p1|2E)−1B, Ṽ2 := E−1AṼ1;6

Z2 = [2
√
−Re (p1)|p1|Ṽ1, 2

√
−Re (p1)Ṽ2], j = j + 1;7

else8

if pj is real then9

if pj−1 is real then10

Ṽj = Ṽj−1 − (pj + pj−1)(A+ pjE)−1(EṼj−1);11

else12

Ṽj = Ṽj−1 − Re (2pj−1 + pj)Ṽj−2 + (|pj−1|2 + 2pj Re (pj−1) + p2j )(A+ pjE)−1(EṼj−2) ;13

Zj = [Zj−1,
√
−2 Re (pj)Ṽj ];14

else15

if pj−1 is real then16

Ṽj := (AE−1A+ 2 Re (pj)A+ |pj |2E)−1(AṼj−1 − pj−1EṼj−1)17

else18

Ṽj := Ṽj−2 + (AE−1A+ 2 Re (p1)A+ |pj |2E)−1((|pj−1|2 − |pj |2)Ṽj−2 − 2 Re (pj + pj−1)Ṽj−1);19

Ṽj+1 = E−1AṼj ;20

Zj+1 = [Zj−1, 2
√
−Re (pj)|pj |Ṽj , 2

√
−Re (pj)Ṽj+1], j = j + 1;21

B. Exploiting the interconnection of ADI iterates with respect to complex shifts

Based on [6], an efficient modified LR-ADI method generating real low-rank factors but keeping the amount of complex
arithmetic operations and storage at an absolutely necessary minimum can be derived. The key ingredient is that for a pair
pj , pj+1 = pj of shifts, the j + 1-th iterate is given by

Vj+1 = Vj − 2
Re (pj)
Im (pj)

Im (Vj).

A version of G-LR-ADI utilizing this strategy is given in Algorithm 2. For the case E = In we refer to [6, Algorithm 3].
There, at the cost of keeping the linear system and the corresponding iterate complex, the algorithm produces real low-rank
factors. Advantages are that no expensive coefficient matrices are generated and that only one complex linear system has to
be solved for each complex pair of shifts. The next approach aims at removing these remaining tasks which require complex
arithmetic.

C. Avoiding complex arithmetic operations via equivalent real formulations.

Consider Step 3 of Algorithm 2 for p1 ∈ C−. By splitting V1 into its real and imaginary part, and rewriting the complex
linear system into an equivalent real formulation [10], this step becomes[

A+ Re (p1)E − Im (p1)E
Im (p1)E A+ Re (p1)E

] [
Re (V1)
Im (V1)

]
=

[√
−2 Re (p1)B

0

]
(2)
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Algorithm 2: G-LR-ADI-pR
Input : A, E and B as in (1) and shift parameters {p1, . . . , pjmax

}.
Output: Z = Zjmax

∈ Rn×tjmax , such that ZZT ≈ P
for j = 1, 2, . . . , jmax do1

if j = 1 then2

Solve (A+ p1E)V1 =
√
−2 Re (p1)B for V1;3

else4

Solve (A+ pjE)Ṽ = EVj−1 for Ṽ ;5

Vj =
√

Re (pj)/Re (pj−1)(Vj−1 − (pj + pj−1)Ṽ );6

if Im (pj) = 0 then7

Vj = Re (Vj);8

Zj = [Zj−1, Vj ];9

else10

β = 2
Re (pj)
Im (pj)

;11

Vj+1 = Vj + β Im (Vj);12

Zj+1 =

[
Zj−1,

√
2 Re (Vj) + β√

2
Im (Vj),

√
β2

2 + 2 · Im (Vj)

]
;

13

Set j = j + 1;14

and similarly, the complex linear system in Step 5 can be written as[
A+ Re (pj)E − Im (pj)E

Im (pj)E A+ Re (pj)E

] [
Re (Ṽ )

Im (Ṽ )

]
=

[
E Re (Vj−1)
E Im (Vj−1)

]
. (3)

For real and imaginary part of increment Vj this finally leads to [5][
Re (Vj)
Im (Vj)

]
=
√

Re (pj)
Re (pj−1)

([
Re (Vj−1)
Im (Vj−1)

]
−
[
(Re (pj)+Re (pj−1))Im (− Im (pj)+Im (pj−1))Im
(Im (pj)−Im (pj−1))Im (Re (pj)+Re (pj−1))Im

] [Re (Ṽ )

Im (Ṽ )

])
. (4)

In Algorithm 2 the following sequences of shift parameters are possible:
1) pj , pj−1 are both real,
2) pj ∈ C, pj−1 ∈ R,
3) pj ∈ C, pj−1 = pj−2 ∈ C,
4) pj ∈ R, pj−1 = pj−2 ∈ C.

All four cases lead to slightly different version of (4) and an the resulting novel completely real G-LR-ADI is given in Algorithm
3. In order to be in line with the notation in [5] we use the abbreviation G-LR-ADI-R2 for this version. Although the linear
system to be solved are augmented to dimension 2n, their coefficient matrix is still sparse and hence they are preferable over
the ones in G-LR-ADI-R (Algorithm 1).
Remark 1. Note that, depending on existing symmetries of A,E and the choice of an iterative solver, choosing another
equivalent linear system [10] might be appropriate. For instance, in the case when A = AT and E = ET indefinite, the
coefficient matrices of the equivalent augmented real systems[

A+Re (pj)E Im (pj)E
Im (pj)E −A−Re (pj)E

] [
Re (Ṽ )

− Im (Ṽ )

]
=
[
E Re (Vj−1)
E Im (Vj−1)

]
,[

Im (pj)E A+Re (pj)E
A+Re (pj)E − Im (pj)E

] [
Re (Ṽ )

Im (Ṽ )

]
=
[
E Im (Vj−1)
E Re (Vj−1)

]
are symmetric, allowing the use of short-recurrence methods, e.g., MINRES for its solution. This might be more economical
compared to the augmented system in (3) which require nonsymmetric solvers. The drawback is that the spectrum of the above
symmetric augmented matrices is symmetric with respect to the origin which can deteriorate the convergence of the applied
Krylov subspace method. Also note that the original coefficient matrix A + pjE of the original complex system is in fact
complex symmetric in this case, such that specialized iterative solvers can be applied, e.g., [12].
Remark 2. If the occurring linear systems are indeed solved by iterative Krylov subspace methods, preconditioning should be
considered as well. Although this might be straightforward for the original complex linear systems with A+pjE in the original
and partially real version of (G-)LR-ADI, e.g. using incomplete factorization, little is known how to construct a preconditioner
for the linear systems arising in G-LR-ADI-R. For the augmented real linear systems in the novel completely real version
G-LR-ADI-R2, some ideas for preconditioners can be found, e.g., in [10, Section 2].
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Algorithm 3: G-LR-ADI-R2
Input : A, E and B as in (1) and shift parameters {p1, . . . , pjmax

}.
Output: Z = Zjmax ∈ Rn×tjmax , such that ZZT ≈ P
for j = 1, 2, . . . , jmax do1

if j = 1 then2

if p1 is real then3

Re (V1) =
√
−2 Re (p1)(A+ p1E)−1B;4

else5 [
Re (V1)
Im (V1)

]
=
[
A+Re (p1)E − Im (p1)E
Im (p1)E A+Re (p1)E

]−1 [√
−2Re (p1)B

0

]
;6

else7

if pj is real then8

if pj−1 is real then9

Ṽ = (A+ pjE)−1(EVj−1);10

Re (Vj) =
√
pj/pj−1(Re (Vj−1)− (pj + pj−1)Ṽ );11

else12

[Re (Ṽ ), Im (Ṽ )] = (A+ pjE)−1[E Re (Vj−1), E Im (Vj−1)];13

Re (Vj) =
√

pj
Re (pj−2)

(
Re (Vj−1)− (pj + Re (pj−2)) Re (Ṽ ) + Im (pj−2) Im (Ṽ )

)
;14

else15

if pj−1 is real then16 [
Re (Ṽ )

Im (Ṽ )

]
=
[
A+Re (pj)E − Im (pj)E
Im (pj)E A+Re (pj)E

]−1 [
E Re (Vj−1)

0

]
;17 [

Re (Vj)
Im (Vj)

]
=
√

Re (pj)
pj−1

([
Re (Vj−1)

0

]
−
[
(Re (pj)+pj−1)Im − Im (pj)Im

Im (pj)Im (Re (pj)+pj−1)Im

] [
Re (Ṽ )

Im (Ṽ )

])
;18

else19 [
Re (Ṽ )

Im (Ṽ )

]
=
[
A+Re (pj)E − Im (pj)E
Im (pj)E A+Re (pj)E

]−1 [
E Re (Vj−1)
E Im (Vj−1)

]
;20 [

Re (Vj)
Im (Vj)

]
=
√

Re (pj)
Re (pj−2)

([
Re (Vj−1)
Im (Vj−1)

]
−
[
(Re (pj)+Re (pj−2))Im −(Im (pj)+Im (pj−2))Im
(Im (pj)+Im (pj−2))Im (Re (pj)+Re (pj−2))Im

] [
Re (Ṽ )

Im (Ṽ )

])
;21

if pj is real then22

Zj = [Zj−1, Re (Vj)];23

else24

β = 2
Re (pj)
Im (pj)

;25

[Re (Vj+1), Im (Vj+1)] = [Re (Vj) + β Im (Vj), − Im (Vj)];26

Zj+1 =

[
Zj−1,

√
2 Re (Vj) + β√

2
Im (Vj),

√
β2

2 + 2 · Im (Vj)

]
;

27

Set j = j + 1;28

Remark 3. Note that (3) is equivalent to the generalized Sylvester equation

AY + EY C = EF (5)

with

Y := [Re (Ṽ ), Im (Ṽ )] ∈ Rn×2m, C :=
[

Re (pj)Im Im (pj)Im
− Im (pj)Im Re (pj)Im

]
∈ R2m×2m, F := [Re (Vj−1), Im (Vj−1)] ∈ Rn×2m.

Reordering (3) such that the solution vector is of the form
Re (Ṽ1,:)

Im (Ṽ1,:)

...
Re (Ṽn,:)

Im (Ṽn,:)


will introduce appropriately reordered matrices Ŷ , F̂ in (5) and C =

[
Re (pj) Im (pj)
− Im (pj) Re (pj)

]
⊗ Im becomes block-diagonal:

Ĉ := Im ⊗
[

Re (pj) Im (pj)
− Im (pj) Re (pj)

]
.
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Since each diagonal block in Ĉ is of size 2 × 2, the reordered generalized Sylvester equation can be solved by sequence of
m generalized Sylvester equations:

A[Re (Ṽ:,k), Im (Ṽ:,k)] + E[Re (Ṽ:,k), Im (Ṽ:,k)]
[

Re (pj) Im (pj)
− Im (pj) Re (pj)

]
= E[Re (Vj−1), Im (Vj−1)][ek, ek], k = 1, . . . ,m.

Similarly structured equations arise in a solution method [3] for sparse-dense Sylvester equation MXG + NXH = W with
M,H ∈ Rn×n large and sparse, G,H ∈ Rr×r dense and r � n when a generalized real Schur decomposition of (G,H) is
used [3].

D. Relation between both completely real versions

Now we investigate how the connection of the iterates Ṽj of G-LR-ADI-R (Algorithm 1) with Re (Vj), Im (Vj) of G-LR-
ADI-R2 (Algorithm 3). Consider exemplary the first two G-LR-ADI iteration for p1, p2 = p1 ∈ C−. With ξ :=

√
−2 Re (p1),

we have in G-LR-ADI-R2 that [
Re (V1)
Im (V1)

]
=
[
A+Re (p1)E − Im (p1)E
Im (p1)E A+Re (p1)E

]−1 [
ξB
0

]
which leads to

Re (V1) = −1
Im (p1)

(E−1A+ Re (p1)In) Im (V1) = ξRe (p1)Ṽ1 + ξṼ2, (6)

Im (V1) = − Im (p1)ξ(AE−1A+ 2 Re (p1)A+ |p1|2E)−1B = − Im (p1)ξṼ1, (7)

where

Ṽ1 := (AE−1A+ 2 Re (p1)A+ |p1|2E)−1B, Ṽ2 := E−1AṼ1

as in G-LR-ADI-R, such that Re (V1), Im (V1) are just linear combinations of Ṽ1, Ṽ2. Now G-LR-ADI-R2 proceeds by
constructing the second iterate as [

Re (V2)
Im (V2)

]
=
[
Re (V1)+β Im (V1)
− Im (V1)

]
=
[
−ξRe (p1)Ṽ1+ξṼ2

Im (p1)ξṼ1

]
and the low-rank factor of these first two iterations is given by

[Z1, Z2]R2 = [V1, V2] =

[
√

2 Re (V1) + 2Re (p1)√
2 Im (p1)

Im (V1), −
√

2Re (p1)
2

Im (p1)2
+ 2ξ Im (V1)

]
=
[√

2ξṼ2, −
√

2|p1|Ṽ1
]

=
[
2
√
−Re (p1)ξṼ2, 2

√
−Re (p1)|p1|Ṽ1

]
= [Z1, Z2]R

[
0 −Im
Im 0

]
,

revealing that the R and R2 variant add new blocks with respect to a pair of complex shifts in reversed order to the low-rank
factor Z. Since

[
0 −Im
Im 0

]
is orthogonal, this does obviously not lead to any difference in the computed low-rank solution in

the end. It is possible to show that similar relations as (6), (7) hold also regarding Re (Vj), Im (Vj) and Ṽj , Ṽj+1 of the
consecutive iterations.

III. MATRICES WITH SPECIAL BLOCK STRUCTURE

Now let

A =

[
−K 0

0 M

]
, E =

[
D M
M 0

]
, B =

[
B1

0

]
(8)

with M,D,K ∈ Rn×n, B1 ∈ Rn×m such that Λ(A, E) ⊂ C− which is, e.g., the case when M,D,K are positive definite.
One important application, where the above matrix structure arised, is the treatment of second order dynamical systems

Mẍ(t) +Dẋ(t) +Kx(t) = B1u(t).

The matrices A,E,B correspond then to the equivalent first order dynamical system

Eż(t) = Az(t) +Bu(t), z(t) := [xT (t), ẋT (t)]T .

As shown, for instance in [2], [4], [8] the G-LR-ADI iteration can be rewritten such that it works with the original blocks
M,D,K,B1 instead of forming the larger 2n × 2n matrices (8) explicitly. The key idea there is to partition the iterates Vj
into an upper and lower block:

Vj =

[
V

(1)
j

V
(2)
j

]
, V

(k)
j ∈ Rn×m, k ∈ {1, 2} .
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Then, solving (A+ pjE)Ṽ = EVj−1 for Ṽ is equivalent to

(p2jM − pjD +K)Ṽ (1) = (pjM −D)V
(1)
j−1 −MV

(2)
j−1

Ṽ (2) = V
(1)
j−1 − pj Ṽ

(1).

A derivation can be found in [16], [8]. The final algorithm is frequently being referred to as second order LR-ADI (SO-LR-
ADI). It is possible to use the squaring approach of G-LR-ADI-R (Algorithm 1) and exploit the block structure of the involved
matrices. This completely real SO-LR-ADI (SO-LR-ADI-R) is illustrated in Algorithm 4. It suffers from the same problems
as G-LR-ADI-R since the coefficient matrix of the linear system w.r.t. a pair of complex shifts is of the form

−2 Re (pj)K + |pj |2D − (K − |pj |2M)(−D + 2 Re (pj)M)−1(K − |pj |2M)

and hence possibly dense, and additional linear systems with −D + 2 Re (pj)M occur.

Algorithm 4: SO-LR-ADI-R
Input : M,D,K,B1 as in (8) and shift parameters {p1, . . . , pjmax

}.
Output: Z = Zjmax ∈ Rn×tjmax , such that ZZT ≈ P
for j = 1, 2, . . . , jmax do1

if j = 1 then2

if p1 is real then3

Ṽ
(1)
1 = (p21M − p1D +K)−1(−B1), Ṽ (2)

1 = −p1 Re (Ṽ
(1)
1 ), Z1 =

√
−2 Re (p1)Ṽ1;4

else5

Ṽ
(1)
1 =

(
−2 Re (p1)K + |p1|2D − (K − |p1|2M)(−D + 2 Re (p1)M)−1(K − |p1|2M)

)−1
B1;6

Ṽ
(2)
1 = (−D + 2 Re (p1)M)−1(KṼ

(1)
1 − |p1|2MṼ

(1)
1 );7

Ṽ
(1)
2 = Ṽ

(2)
1 , Ṽ (2)

2 = M−1(KṼ
(1)
1 +DṼ

(2)
1 );8

Z2 = [2
√
−Re (p1)|p1|Ṽ1, 2

√
−Re (p1)Ṽ2], j = 2;9

else10

if pj is real then11

if pj−1 is real then12

Ṽ
(1)
j = (p2jM − pjD +K)−1(pjMṼ

(1)
j−1 −DṼ

(1)
j−1 −MṼ

(2)
j−1);13

Ṽ
(2)
j = Ṽ

(1)
j−1 − pj Ṽ

(1)
j ;14

Ṽj = Ṽj−1 − (pj + pj−1)Ṽj ;15

else16

Ṽ
(1)
j = (p2jM − pjD +K)−1(pjMṼ

(1)
j−2 −DṼ

(1)
j−2 −MṼ

(2)
j−2);17

Ṽ
(2)
j = Ṽ

(1)
j−2 − pj Ṽ

(1)
j ;18

Ṽj = Ṽj−1 − Re (2pj−1 + pj)Ṽj−2 + (|pj−1|2 + 2pj Re (pj−1) + p2j )Ṽj ;19

Zj = [Zj−1,
√
−2 Re (pj)Ṽj ];20

else21

if pj−1 is real then22

W := −KṼ (1)
j−1−pj−1(DṼ

(1)
j−1 +MṼ

(2)
j−1) + (K−|pj |2M)(−D+ 2 Re (pj)M)−1(MṼ

(2)
j−1−pj−1MṼ

(1)
j−1);23

Ṽ
(1)
j =

(
−2 Re (pj)K + |pj |2D − (K − |pj |2M)(−D + 2 Re (pj)M)−1(K − |pj |2M)

)−1
W ;24

Ṽ
(2)
j = (−D + 2 Re (pj)M)−1(MṼ

(2)
j−1 − pj−1MṼ

(1)
j−1 +KṼ

(1)
j − |pj |2MṼ

(1)
j );25

else26

W := (|pj |2 − |pj−1|2)

[
DṼ

(1)
j−2+MṼ

(2)
j−2

MṼ
(1)
j−2

]
− 2 Re (pj + pj−1)

[
DṼ

(1)
j−1+MṼ

(2)
j−1

MṼ
(1)
j−1

]
;

27

Ṽ
(1)
j =

(
−2 Re (pj)K + |pj |2D − (K − |pj |2M)(−D + 2 Re (pj)M)−1(K − |pj |2M)

)−1
28

×(W (1) + (K − |pj |2M)(−D + 2 Re (pj)M)−1W (2));29

Ṽ
(2)
j = (−D + 2 Re (pj)M)−1(W (2) +KṼ (1) − |pj |2MṼ

(1)
j );30

Ṽj = Ṽj−1 + Ṽj ;31

Ṽ
(1)
j+1 = Ṽ

(2)
j , Ṽ (2)

j+1 = −M−1(KṼ
(1)
j +DṼ

(2)
j );32

Zj+1 = [2
√
−Re (pj)|pj |Ṽj , 2

√
−Re (pj)Ṽj+1], j = j + 1;33

SO-LR-ADI can also be equipped with the realification strategy of Algorithm 2 as it is shown in [4, Algorithm 1].
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Algorithm 5: SO-LR-ADI-R2
Input : M, D, K and B1 as in (8) and shift parameters {p1, . . . , pjmax

}.
Output: Z = Zjmax ∈ Rn×tjmax , such that ZZT ≈ P
for j = 1, 2, . . . , jmax do1

if j = 1 then2

if p1 is real then3

Re (V
(1)
1 ) =

√
−2 Re (p1)(p21M − p1D +K)−1(−B1); Re (V

(2)
1 ) = −p1 Re (V

(1)
1 );4

else5 [
Re (V

(1)
1 )

Im (V
(1)
1 )

]
=
√
−2 Re (p1)

[
γ(p1)M−Re (p1)D+K −2δ(p1)M+Im (p1)D
2δ(p1)M−Im (p1)D γ(p1)M−Re (p1)D+K

]−1 [
(Re (p1)M−D)B1−M Re (p1)B

(2)
1

M Im (p1)B1

]
;

6 [
Re (V

(2)
1 )

Im (V
(2)
1 )

]
=
[
B1
0

]
−
[
Re (p1)Im − Im (p1)Im
Im (p1)Im Re (p1)Im

] [
Re (V

(1)
1 )

Im (V
(1)
1 )

]
;

7

else8

if pj is real then9

if pj−1 is real then10

Re (Ṽ (1)) =
√
−2 Re (pj)(p

2
jM − pjD +K)−1((pjM −D) Re (V

(1)
j−1)−M Re (V

(2)
j−1));11

Re (Ṽ (2)) = Re (V
(1)
j−1)− pj Re (Ṽ (1));12

Re (Vj) =
√
pj/pj−1(Re (Vj−1)− (pj + pj−1)Ṽ );13

else14

[Re (Ṽ (1)), Im (Ṽ (1))] =15

(p2jM − pjD +K)−1
[
(pjM −D)[Re (V

(1)
j−1), Im (V

(1)
j−1)]−M [Re (V

(2)
j−1), Im (V

(2)
j−1)]

]
;

[Re (Ṽ (2)), Im (Ṽ (2))] = [Re (V
(1)
j−1), Im (V

(1)
j−1)]− p1[Re (V

(2)
j−1), Im (V

(2)
j−1)];16

Re (Vj) =
√

pj
Re (pj−2)

(
Re (Vj−1)− (pj + Re (pj−2)) Re (Ṽ ) + Im (pj−2) Im (Ṽ )

)
;17

else18

if pj−1 is real then19 [
Re (Ṽ (1))

Im (Ṽ (1))

]
=
[
γ(pj)M−Re (pj)D+K −2δ(pj)M+Im (pj)D
2δ(pj)M−Im (pj)D γ(pj)M−Re (pj)D+K

]−1 [ (Re (pj)M−D) Re (V
(1)
j−1)−M Re (V

(2)
j−1)

Im (pj)M Re (V
(1)
j−1)

]
;

20 [
Re (Ṽ (2))

Im (Ṽ (2))

]
=
[
Re (V

(1)
j−1)

0

]
−
[
Re (pj)Im − Im (pj)Im
Im (pj)Im Re (pj)Im

] [
Re (Ṽ (1))

Im (Ṽ (1))

]
;21 [

Re (Vj)
Im (Vj)

]
=
√

Re (pj)
pj−1

([
Re (Vj−1)

0

]
−
[
(Re (pj)+pj−1)Im − Im (pj)Im

Im (pj)Im (Re (pj)+pj−1)Im

] [
Re (Ṽ )

Im (Ṽ )

])
;22

else23 [
Re (Ṽ (1))

Im (Ṽ (1))

]
=24 [

γ(pj)M−Re (pj)D+K −2δ(pj)M+Im (pj)D
2δ(pj)M−Im (pj)D γ(pj)M−Re (pj)D+K

]−1 [ (Re (pj)M−D) Re (V
(1)
j−1)−Im (pj)M Im (V

(1)
j−1)−M Re (V

(2)
j−1)

(Re (pj)M−D) Im (V
(1)
j−1)+Im (pj)M Re (V

(1)
j−1)−M Im (V

(2)
j−1)

]
;[

Re (Ṽ (2))

Im (Ṽ (2))

]
=

[
Re (V

(1)
j−1)

Im (V
(1)
j−1)

]
−
[
Re (pj)Im − Im (pj)Im
Im (pj)Im Re (pj)Im

] [
Re (Ṽ (1))

Im (Ṽ (1))

]
;

25 [
Re (Vj)
Im (Vj)

]
=
√

Re (pj)
Re (pj−2)

([
Re (Vj−1)
Im (Vj−1)

]
−
[
(Re (pj)+Re (pj−2))Im −(Im (pj)+Im (pj−2))Im
(Im (pj)+Im (pj−2))Im (Re (pj)+Re (pj−2))Im

] [
Re (Ṽ )

Im (Ṽ )

])
;26

if pj is real then27

Zj = [Zj−1, Re (Vj)];28

else29

β = 2
Re (pj)
Im (pj)

;30

[Re (Vj+1), Im (Vj+1)] = [Re (Vj) + β Im (Vj), − Im (Vj)];31

Zj+1 =

[
Zj−1,

√
2 Re (Vj) + β√

2
Im (Vj),

√
β2

2 + 2 · Im (Vj)

]
;

32

Set j = j + 1;33
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An analogue to our novel completely real G-LR-ADI (Algorithm 3) is also possible and given below, where we used the
quantities

γ(z) := Re (z)2 − Im (z)2, δ(z) := Re (z) Im (z), z ∈ C.

to rewrite the equivalent real linear systems.
As in G-LR-ADI-R2, the occurring linear systems of dimension 2n× 2n in Algorithm 5 are much more appealing as n×n

systems in Algorithm 4.
Remark 4. As in remark 1, if an iterative solver is used for the linear systems the augmented linear system in SO-LR-ADI-R2
should be chosen appropriately. For instance, if M,D,K are symmetric, then the coefficient matrices of the equivalent real
linear systems[

γ(pj)M−Re (pj)D+K 2δ(pj)M−Im (pj)D
2δ(pj)M−Im (pj)D −γ(pj)M+Re (pj)D−K

] [
Re (Ṽ (1))

− Im (Ṽ (1))

]
=

[
(Re (pj)M−D) Re (V

(1)
j−1)−Im (pj)M Im (V

(1)
j−1)−M Re (V

(2)
j−1)

(Re (pj)M−D) Im (V
(1)
j−1)+Im (pj)M Re (V

(1)
j−1)−M Im (V

(2)
j−1)

]
,[

2δ(pj)M−Im (pj)D γ(pj)M−Re (pj)D+K
γ(pj)M−Re (pj)D+K −2δ(pj)M+Im (pj)D

] [
Re (Ṽ (1))

Im (Ṽ (1))

]
=

[
(Re (pj)M−D) Im (V

(1)
j−1)+Im (pj)M Re (V

(1)
j−1)−M Im (V

(2)
j−1)

(Re (pj)M−D) Re (V
(1)
j−1)−Im (pj)M Im (V

(1)
j−1)−M Re (V

(2)
j−1)

]
are symmetric, too. Note also that the original complex coefficient matrix p2jM − pjD+K is complex symmetric in this case.

IV. NUMERICAL EXPERIMENTS

We briefly compare the discussed real versions of LR-ADI with MATLAB®. All linear solves were carried out with the
backslash-command and the ADI iteration was terminated when

‖AZZTET + EZZTAT +BBT ‖2/‖BBT ‖2 ≤ ε, ε� 1,

where the spectral norm of the Lyapunov residual was computed efficiently using a Lanczos process. We use the following test
examples without any concern whether the considered Lyapunov equation has a realistic meaning. For each example, the right
hand side factor B is a random vector of appropriate length. Moreover, J = JR + 2JC heuristic shifts, consisting of JR real
and JC pairs of complex conjugate numbers, were used and computed following the approach in [14]. There, k+ and k− Ritz
values with respect to E−1A and A−1E, respectively, are constructed with an Arnoldi process in order to solve the minmax
problem in an approximate sense.
Example 1. We take the matrix A with n = 42249 which represent a finite element model of an ocean circulation problem
[18].
Example 2. For a generalized Lyapunov equation and G-LR-ADI, the coefficient matrix A is obtained from a finite difference
discretization of a three-dimensional convection diffusion reaction equation on the domain [0, 1]3 similar to [7, Example 2],
and E is chosen as the discrete Laplacian. Using 19 equidistant grid points in each spatial direction leads to n = 6859.
Example 3. For testing the variants of SO-LR-ADI we take matrices of the form (8) with M,D,K ∈ Rn×n s.p.d, where is
constructed as D = 0.2 ·M + 0.05 ·K and ν = 5 is added to the first, n-th, and 2n+ 1-th diagonal entry of D. These matrices
define a second order dynamical system which describes the equations of motion of a triple mass-spring-damper oscillator
chain [17]. With 4000 masses in each chain this leads to n = 12001.

TABLE I
PARAMETERS, REQUIRED ITERATIONS jITER , AND COMPUTATION TIMES IN SECONDS.

Example Parameters jiter CPU time (s)
k+, k− J, (JR, JC) ε basic -R -pR -R2

1, LR-ADI 40, 30 30, (18, 6) 10−10 86 239.130 248.488 65.392 88.943

2, G-LR-ADI 50, 30 30, (0, 30) 10−10 30 13.281 389.444 7.224 13.284

3, SO-LR-ADI 80, 80 50, (14, 17) 10−8 171 41.238 2416.603 17.188 20.895

The required number of iteration and computing times are given in Table I. The older completely real version obviously have
the largest computational effort leading to much higher CPU times, especially for both generalized examples. If the matrix
A defining a standard Lyapunov equation has very easy structure, e.g. if it is multi-diagonal with a low-bandwidth, then it
can happen that the LR-ADI-R outperforms the other approaches since the real linear system involving A2 might be easier
to solve than the complex or equivalent real ones of the other approaches. The extremely high CPU time for Example 3 of
SO-LR-ADI clearly shows the inferiority of the traditional approach even for this artificial test example, where the matrices
M, D, K are at most tridiagonal. In other similar experiments using examples from real industrial applications, G-LR-ADI
and SO-LR-ADI did not finish in a reasonable amount of time. In some cases they even could not be carried out because of
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memory limitations. Thus, if no complex arithmetic is available, the completely real approach [5] based on an equivalent real
formulation of the involved linear system is clearly superior. However, it is also apparent that the partially real version [6] is
the fastest one for all examples and hence we suggest to choose those if complex linear systems can be dealt with efficiently.

V. CONCLUSIONS

We reviewed real formulations of the LR-ADI method which enable the computation of real low-rank solution factors of
large-scale generalized Lyapunov equations in the presence of complex shift parameters. They employ only real or only an
absolutely necessary amount of complex arithmetic operations and storage. Detailed implementations of the different approaches
for important special cases of generalized Lyapunov equation are given. Moreover, relations between an older and a novel
completely real approach were established. Numerical examples show the superiority of the novel approach in the generalized
case if no complex arithmetic is possible. If complex linear system can be solved efficiently, a partially real approach based
on [6] should be preferred.

REFERENCES

[1] P. BENNER, Solving large-scale control problems, IEEE Control Systems Magazine, 14 (2004), pp. 44–59. 1
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