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1 Introduction

Many real-life applications such as the shape optimizationof technological devices [35], the
identification of parameters in environmental processes, and flow control problems [11, 14, 37]
lead to optimization problems governed by partial differential equations (PDEs). The com-
plexity of such problems requires special care in order to obtain efficient numerical approx-
imations for the optimization problem. One particular method is the adaptive finite element
method, which consists of successive loops of the followingsequence:

SOLVE → ESTIMATE → MARK → REFINE. (1)

The SOLVE step stands for the numerical solution of the optimization problem in a finite
dimensional space defined on the given mesh. TheESTIMATE step is the key point of the
adaptive finite element method. In this step, local error indicators are computed in terms of the
discrete solutions without knowledge of the exact solutions. They are essential in designing
algorithms for mesh adaptation, which equidistribute the computational effort and optimize
the computation. Based on the information of the indicators, theMARK step selects a subset
of elements subject to refinement. The refinement is then executed in the final stepREFINE
of the adaptive loop.

Adaptive mesh refinement is particularly attractive for thesolution of optimal control prob-
lems, which exhibit layers or singularities in certain regions of the mesh. In this case, adap-
tivity allows local mesh refinement around the layers as needed, thereby achieving a de-
sired residual bound with as few of degrees of freedom as possible. The vast majority of
the literature about the a posteriori error analysis of optimal control problems is for dis-
tributed optimal control problems. We would like to mentionthe residual-type estimators
[19, 21, 24, 30, 41, 42, 44, 45], and the goal oriented dual weighted approach [5, 16, 18, 40].

However, there exists limited work for the numerical solution of boundary optimal con-
trol problems. The residual-type error estimators are studied in [15, 22, 28, 33, 34], whereas
the hierarchical-type estimators are studied in [28]. Theyall use continuous finite element
discretizations. The results in [29] show that discontinuous Galerkin (DG) methods enjoy a
better convergence behaviour for optimal control problemsexhibiting boundary layers. Opti-
mal convergence orders are obtained if the error is computedaway from boundary or interior
layers. Discontinuous Galerkin methods have several advantages over other types of finite
element methods. For example, the state and test spaces are very easy to construct; they
can naturally handle inhomogeneous boundary conditions and curved boundaries; and they
have flexibility in handling non-matching grids and in designing hp-adaptive grid refinement.
Though these methods are known since the 1970s, much attention has been paid only in the
past few years due to the availability of cheap computing resources. We would like to refer
to [3, 17, 23, 27, 25, 38] for details about discontinuous Galerkin methods. Discontinuous
Galerkin methods have been studied in [29, 42, 43, 44, 45] fordistributed optimal control
problems. To the best of our knowledge, there exists no work for boundary optimal control
problems with discontinuous Galerkin discretization.

In this paper, we derive reliable and efficient a posteriori error estimators for the boundary
optimal control problems governed by elliptic equations, discretized by the symmetric interior
penalty Galerkin (SIPG) method. We choose the SIPG as a discontinuous Galerkin method
due to its symmetric property. This implies that discretization and optimization commute,
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see, e.g., [43]. The a posteriori error analysis of the boundary control problem includes the
error in state, adjoint, control, and co-control and also takes data oscillations into account,
in order to consider the data of the problem (coefficients of the equations, right-hand side,
boundary conditions) in the most general setting as possible. We note that data oscillations are
also taken into consideration in [2, 36] for single state equations, and in [22, 24] for optimal
control problems.

The remainder of the paper is organized as follows: In the next section, we introduce the
Neumann boundary optimal control problem governed by a second order elliptic PDE with
bilateral constraints on the control. The optimality conditions are given in terms of the state,
the adjoint, the control and the co-control corresponding to the Lagrangian multiplier for the
control. Section 3 describes the SIPG discretization of theboundary optimal control problem.
A posteriori error estimators are given in Section 4. We use aresidual-type error estimator for
the global discretization errors in all variables which consists of edge and element residuals.
The data oscillations are also used in the error analysis. Wefurther derive local upper and
lower a posteriori error estimates for the boundary controlproblem. Finally, in the last section,
the adaptive cycle is described and numerical results are presented to illustrate the performance
of our adaptive mesh refinement strategy.

2 The boundary control problem

We assumeΩ to be an open, bounded polygonal domain inR
2 with boundaryΓ = ΓD ∪ΓN,

ΓD ∩ΓN = /0. We adopt standard notation from Lebesgue and Sobolev spacetheory (see, e.g.,
[1]) and refer to(·, ·)k,S and | · |k,S, ‖ · ‖k,S, k ∈ N, S⊆ Ω, as theHk(S)-inner product and
associated semi-norm and norm, respectively. In addition,c or C denotes a general positive
constant.

We here consider the following boundary control problem governed by linear-quadratic
elliptic equations with constrained controls on the part ofthe Neumann boundary

minimize
u∈Uad

1
2
‖y(x)− yd(x)‖2

0,Ω +
ω
2
‖u(x)−ud(x)‖2

0,ΓN
(2)

subject to

−∆y(x)+α(x)y(x) = f (x) x∈ Ω, (3a)

y(x) = gD x∈ ΓD, (3b)

∂y
∂n

(x) = u(x)+gN x∈ ΓN, (3c)

with control constraints on a closed convex setUad given by

Uad := {v∈ L2(ΓN) : ua ≤ v(x)≤ ub a.e. x∈ ΓN}, (4)

whereua,ub ∈ L∞(ΓN), with ua ≤ ub for almost allx ∈ ΓN. The functionud, called desired
control, is a guideline for the control, see, e.g., [10, 19].Note that this formulation also allows
for the special and most common caseud = 0, i.e., there is no a priori information on the
optimal control.
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We make the following assumptions on the functions and parameters in the optimal control
problem (2)-(3) to show the well-posedness of the optimal control problem:

f ,yd ∈ L2(Ω), ud ∈ L2(ΓN), gD ∈ H1/2(ΓD), gN ∈ L2(ΓN), ω ∈R+, α ∈ L∞(Ω). (5)

Let us first consider the weak formulation of the state equation (3). If we define the spaces
of state and test functions by

Y = {y∈ H1(Ω) : y|ΓD = gD}, V = {v∈ H1(Ω) : v|ΓD = 0}

and the bilinear form by

a(y,v) =
∫

Ω
(∇y ·∇v+αyv) dx,

then the weak form of the state equation (3) for a fixedu reads as follows: findy∈Y such that

a(y,v) = ( f ,v)0,Ω +(u+gN,v)0,ΓN ∀v∈V. (6)

It is well-known that under the above assumptions (5), the boundary control problem (2)-
(3) admits a unique solution(y,u) ∈ Y×Uad, see, e.g., [13, 31, 33]. The solution(y,u) is
characterized by the existence of an adjointp∈V such that

a(y,v) = ( f ,v)0,Ω +(u+gN,v)0,ΓN ∀v∈V, (7a)

a(ψ, p) =−(y− yd,ψ)0,Ω ∀ψ ∈V, (7b)
(
ω(u−ud)− p,v−u

)
0,ΓN

≥ 0 ∀v∈Uad. (7c)

Note that the inequality (7c) can be equivalently stated by invoking a Lagrange multiplier
corresponding to the inequality constraintsσ ∈ L2(ΓN):

ω(u−ud)− p−σa+σb = 0 a.e. inΓN, (8a)
(
σa,ua−u

)
0,ΓN

=
(
σb,u−ub)

0,ΓN
= 0 a.e. inΓN, (8b)

σ = σb−σa, σa ≥ 0, σb ≥ 0, ua ≤ u≤ ub a.e. inΓN (8c)

with

σ = max{0,σ+ γ(u−ub)}+min{0,σ− γ(ua−u)} a.e inΓN, (9)

whereγ is any positive constant.
It is well known that (8) enjoys the Newton differentiability property [20], at least forγ =ω.

Therefore, a generalized (semi-smooth) Newton iteration can be applied. We can express the
Newton iteration in terms of an active set strategy due to thestructure of the nonsmooth part
(9). For any Newton iteration step, the active sets are then determined by

Aa = {x∈ ΓN : σ− γ(ua−u)< 0}, (10a)

Ab = {x∈ ΓN : σ+ γ(u−ub)> 0}, (10b)
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and the inactive set isI = ΓN\{Aa∪Ab}. Then, the complimentary conditions in (8) can be
rewritten as

u(x) = ua, σb = 0, σ ≤ 0, a.e. onAa, (11a)

u(x) = ub, σa = 0, σ ≥ 0, a.e. onAb, (11b)

ua < u(x)< ub, σa = σb = 0, σ = 0, a.e. onI . (11c)

3 Symmetric interior penalty Galerkin (SIPG) method

We discretize our optimal control problem (2)-(3) using a discontinuous Galerkin method,
namely, the symmetric interior penalty Galerkin (SIPG) discretization due to the symmetry
property of its bilinear form, i.e.,ah(y,v) = ah(v,y), see e.g., [3].

We assume that the domainΩ is polygonal such that the boundary is exactly represented
by boundaries of triangles. We denote{Th}h as a family of shape-regular simplicial triangu-
lations ofΩ. Each meshTh consists of closed triangles such thatΩ =

⋃
K∈Th

K holds. We
assume that the mesh is regular in the following sense: for different trianglesKi ,K j ∈ Th,
i 6= j, the intersectionKi ∩K j is either empty or a vertex or an edge, i.e., hanging nodes are
not allowed. The diameter of an elementK and the length of an edgeE are denoted byhK and
hE, respectively.

We split the set of all edgesEh into the setE0
h of interior edges, the setED

h of Dirichlet
boundary edges and the setEN

h of Neumann boundary edges so thatEh = EB
h ∪ E0

h with
EB

h =ED
h ∪EN

h . Let the edgeE be a common edge for two elementsK andKe. For a piecewise
continuous scalar functiony, there are two traces ofy alongE, denoted byy|E from insideK
andye|E from insideKe. The jump and average ofy across the edgeE are defined by:

[[y]] = y|EnK + ye|EnKe, {{y}}=
1
2

(
y|E + ye|E

)
, (12)

wherenK (resp.nKe) denotes the unit outward normal to∂K (resp.∂Ke).
Similarly, for a piecewise continuous vector field∇y, the jump and average across an edge

E are given by

[[∇y]] = ∇y|E ·nK +∇ye|E ·nKe, {{∇y}}=
1
2

(
∇y|E +∇ye|E

)
. (13)

For a boundary edgeE ∈ K ∩Γ, we set{{∇y}} = ∇y and [[y]] = yn, wheren is the outward
normal unit vector onΓ.

Recall that in discontinuous Galerkin methods, the state and test spaces consist of piecewise
discontinuous polynomials. That is, no continuity constraints are explicitly imposed on the
state and test functions across the element interfaces. As aconsequence, weak formulations
must include jump terms across interfaces, and typically penalty terms are added to control
the jump terms. Then, we define the spaces of test functions, the discrete states and controls
by

Vh =Yh =
{

y∈ L2(Ω) : y |K∈ P
1(K) ∀K ∈ Th

}
, (14a)

Uh,N =
{

u∈ L2(ΓN) : u |E∈ P
1(E) ∀E ∈ EN

h

}
, (14b)
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respectively.P1(K) (resp.P1(E)) is the set of linear polynomials inK (resp. onE). Note that
the spaceYh of discrete states and the space of test functionsVh are identical due to the weak
treatment of boundary conditions in DG methods. We then introduce the following (bi-)linear
forms for∀v∈Vh according to

ah(y,v) = ∑
K∈Th

∫

K

(
∇y ·∇v+αyv

)
dx− ∑

E∈E0
h∪ED

h

∫

E

(
{{∇y}} · [[v]]+ {{∇v}} · [[y]]

)
ds(15a)

+ ∑
E∈E0

h∪ED
h

σ0

hE

∫

E

[[y]] · [[v]] ds,

bh(u,v) = ∑
E∈EN

h

∫

E

uv ds, (15b)

lh(v) = ∑
K∈Th

∫

K

f v dx+ ∑
E∈ED

h

∫

E

gD(σ0

hE
nE · [[v]]−{{∇v}}

)
ds+ ∑

E∈EN
h

∫

E

gNv ds,(15c)

where the parameterσ0 ∈ R
+
0 is called the penalty parameter, which should be sufficiently

large to ensure the stability of the DG discretization; independent of the mesh sizeh [38,
Sec. 2.7.1]. However, large penalty parameters decrease the jumps across element interfaces,
which can affect the numerical approximation. Further, theDG approximation converges to
the continuous Galerkin approximation as the penalty parameter goes to infinity (see, e.g., [8]
for details).

The bilinear formah(·, ·) is consistent with the state equation (3) for a fixed given control u
in the following sense: ify satisfies (3), then

ah(y,v) = ( f +u,v)0,Ω+ ∑
E∈ED

h

(y,
σ0

hE
nE · [[v]]−{{∇v}})0,E (16)

+ ∑
E∈EN

h

(nE ·∇y,v)0,E, ∀v∈Vh.

We then define the SIPG approximationyh of the solutiony of the state system (3) for a fixed
given controluh = u such that

ah(yh,v) = lh(v)+bh(uh,v) ∀v∈Vh. (17)

Thus, we have the following orthogonality relation:

ah(y− yh,v) = 0 ∀v∈Vh. (18)

We need the following trace and inverse inequalities, whichwill be used frequently in the a
posteriori error analysis, see e.g., [7, 26],

|v|0,∂S ≤ ctr‖v‖1,S, ∀v∈ H1(S), (19a)

|v|0,∂S ≤ ctr
(
h−1

K ‖v‖2
0,S+hK‖∇v‖2

0,S

)
, ∀v∈ H1(S), (19b)

and
|v| j ,S≤ cinvh

i− j
S |v|i,S, ∀v∈ Pk(S), 0≤ i ≤ j ≤ 2. (20)

Note that the constantsctr in (19) are different for both trace inequalities. To ease the notation,
they are denoted by the same notation. We can now state the continuity and coercivity of the
bilinear formah(·, ·) in the following lemma [27, Lemma 3.1]:
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Lemma 3.1 For ah(·, ·) as in (15a), it holds:

(i)
|ah(y,v)| ≤ 2‖|y|‖‖|v|‖, ∀y,v∈Yh. (21)

(ii) There exists a positive constant ca such that

ah(v,v)≥ ca‖|v|‖
2, ∀v∈Vh (22)

with the following mesh-dependent energy norm

‖|v|‖ :=
(

∑
K∈Th

(
‖∇vh‖

2
0,K +α‖v‖2

0,K

)
(23)

+ ∑
E∈E0

h∪ED
h

(
hE‖{{∇v}}‖2

0,E +
σ0

hE
‖[[vh]]‖

2
0,E

))1/2
.

The proof of (i) is an application of the Cauchy-Schwarz inequality, while the proof of (ii) is
obtained by applying the trace (19b) and inverse (20) inequalities.

In the a posteriori error analysis, we invoke data oscillations, since we do not assume any
regularity of the data. Then, the data of the problem (coefficients of the equation, right-hand
side, boundary conditions) are approximated by using the finite element ansatz functions on
the underlying triangulation. Let

fh, yd
h, αh ∈Vh, ud

h, gN
h , ua

h, ub
h ∈Uh,N

denote approximations to the right hand sidef , the desired stateyd, the reaction termα,
the desired controlud, the NeumanngN boundary condition, the lower boundua and the
upper boundub, respectively. Similarly, the Dirichlet boundary condition is approximated by
gD

h ∈Uh,D =
{

y∈ L2(ΓD) : y |E∈ P
1(E) ∀E ∈ ED

h

}
.

Then, the SIPG discretization of the boundary control problem (2)-(3) is given as follows:

minimize J(yh,uh) :=
1
2 ∑

K∈Th

‖yh− yd
h‖

2
0,K + ∑

E∈EN
h

ω
2
‖uh‖

2
0,E (24a)

over(yh,uh) ∈Yh×Uad
h , (24b)

subject toah(yh,vh) = lh(vh)+bh(uh,vh), vh ∈Vh (24c)

with the discrete constraint set for the boundary controls

Uad
h = {uh ∈Uh,N : ua

h ≤ uh ≤ ub
h}. (24d)

The optimality conditions of the disretized optimization problem (24) involve the existence of
a discreteph ∈Vh such that

ah(yh,vh) = lh(vh)+bh(uh,vh) ∀vh ∈Vh, (25a)

ah(ψh, ph) =−(yh− yd
h,ψh)0,Ω ∀ψh ∈Vh, (25b)

(
ω(uh−ud

h)− ph,vh−uh
)

0,ΓN
≥ 0 ∀vh ∈Uad

h . (25c)
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As in the continuous setting, the condition (25c) can be rewritten by invoking the discrete
co-controlσh ∈Uh,N:

ω(uh−ud
h)− ph−σa

h+σb
h = 0 (26a)

(
σa

h,u
a
h−uh

)
0,ΓN

=
(
σb

h,uh−ub
h

)
0,ΓN

= 0, (26b)

σh = σb
h−σa

h, σa
h ≥ 0, σb

h ≥ 0, ua
h ≤ uh ≤ ub

h. (26c)

with the discrete co-control

σh = max{0,σh+ γ(uh−ub
h)}+min{0,σh− γ(ua

h−uh)}. (27)

We then define the discrete active sets as

Aa,h =
⋃

{E ∈ EN
h | σh− γ(ua

h−uh)< 0}, (28a)

Ab,h =
⋃

{E ∈ EN
h | σh+ γ(uh−ub

h)> 0}, (28b)

and the inactive set isIh = EN
h \{Aa,h∪Ab,h}. Further, the complimentary conditions in (26)

can be rewritten as in the continuous setting

uh(x) = ua
h, σb

h = 0, σh ≤ 0, a.e. onAa,h, (29a)

uh(x) = ub
h, σa

h = 0, σh ≥ 0, a.e. onAb,h, (29b)

ua
h < uh(x)< ub, σa

h = σb
h = 0, σh = 0, a.e. onIh. (29c)

4 The residual type a posteriori error estimator

We here introduce a residual-type error estimator for the optimal control problem (2)-(3),
consisting of easily computable element and edge residualswith respect to the SIPG approxi-
mation. The error in the statey and adjointp are measured by the energy norm‖| · |‖, which is
defined in (23), while the error in the controlu and co-controlσ are measured by theL2-norm
on the Neumann boundaryΓN.

The residual-type error estimatorη for the SIPG approximation of the boundary control
problem (2)-(3) is

η =
(

η2
y +η2

p+η2
u

)1/2
, (30)

where the state, the adjoint and the control estimators are defined according to

ηy =
(

∑
K∈Th

η2
y,K + ∑

E∈E0
h

η2
y,E0 + ∑

E∈ED
h

η2
y,ED + ∑

E∈EN
h

η2
y,EN

)1/2
, (31a)

ηp =
(

∑
K∈Th

η2
p,K + ∑

E∈E0
h

η2
p,E0 + ∑

E∈ED
h

η2
p,ED + ∑

E∈EN
h

η2
p,EN

)1/2
, (31b)

ηu =
(

∑
E∈EN

h

η2
u,EN

)1/2
, (31c)
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respectively. The element residualsηy,K ,ηp,K are given by

ηy,K = hK‖ fh+∆yh−αhyh‖0,K K ∈ Th, (32a)

ηp,K = hK‖− (yh− yd
h)+∆ph−αhph‖0,K K ∈ Th. (32b)

The edge residualsηy,E0,ηp,E0 associated with the interior edgesE ∈ E0 are

ηy,E0 = h1/2
E ‖[[∇yh]]‖0,E +σ0h−1/2

E ‖[[yh]]‖0,E E ∈ E0
h (33a)

ηp,E0 = h1/2
E ‖[[∇ph]]‖0,E +σ0h−1/2

E ‖[[ph]]‖0,E E ∈ E0
h , (33b)

and the boundary edge residualsηy,ED ,ηp,ED andηy,EN ,ηp,EN ,ηu,EN with respect to the Dirich-
let E ∈ ED and Neumann boundary edgesE ∈ EN are

ηy,ED = σ0h−1/2
E ‖gD

h − yh‖0,E ηp,ED = σ0h−1/2
E ‖ph‖0,EE ∈ ED

h , (34a)

ηy,EN = h1/2
E ‖uh+gN

h −nE ·∇yh‖0,E ηp,EN = h1/2
E ‖nE ·∇ph‖0,EE ∈ EN

h , (34b)

ηu,EN = hE‖nE ·∇
(
ω(uh−ud

h)− ph
)
‖0,EE ∈ EN

h . (34c)

We further invoke data oscillations in the error analysis

θ =
(
θ2

y +θ2
p+θ2

u

)1/2
, (35)

where

θ2
y = ∑

K∈Th

h2
K

(
‖ f − fh‖

2
0,K + ‖(α−αh)yh‖

2
0,K

)
︸ ︷︷ ︸

θ2
y,K

+ ∑
E∈ED

h

h−1
E ‖gD−gD

h ‖
2
0,E︸ ︷︷ ︸

θ2
y,ED

(36a)

+ ∑
E∈EN

h

hE‖gN −gN
h ‖

2
0,E︸ ︷︷ ︸

θ2
y,EN

,

θ2
p = ∑

K∈Th

h2
K

(
‖yd − yd

h‖
2
0,K + ‖(α−αh)ph‖

2
0,K

)
︸ ︷︷ ︸

θ2
p,K

, (36b)

θ2
u = ∑

E∈EN
h

(
ω‖ud −ud

h‖
2
0,E + ‖ua−ua

h‖
2
0,E + ‖ub−ub

h‖
2
0,E

)

︸ ︷︷ ︸
θ2

u,EN

. (36c)

4.1 Reliability of the error estimator

In this section, we derive an upper bound for the discretization errors of the state, the adjoint,
the control, and the co-control. The reliability means thatup to data oscillations (35), the
discretization errors can be bounded by the residual-type error estimatorη (30).

To prove our reliability result, we need the auxiliary solutionsy[uh], p[uh] ∈Y, which solve
the following system

a(y[uh],v) = ( f ,v)0,Ω +(uh+gN,v)0,ΓN ∀v∈V, (37a)

a(q, p[uh]) = −(y[uh]− yd,q)0,Ω ∀q∈V. (37b)
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By (7) and (37), we obtain

a(y− y[uh],v) = (u−uh,v)0,ΓN , and a(q, p− p[uh]) = (y[uh]− y,q)0,Ω.

Then, by using Lemma 3.1 with the trace inequality (19a), we obtain the following relations

‖|y− y[uh]|‖ ≤ ctrc0c−1
a ‖u−uh‖0,ΓN , (38a)

‖|p− p[uh]|‖ ≤ c0c−1
a ‖y− y[uh]‖0,Ω, (38b)

wherec0 = min(α,α−1).
We now find a bound, up to the control estimatorηu and the data oscillationθu, for the

discretization errors in terms of the auxiliary statey[uh] and the auxiliary adjointp[uh].

Lemma 4.1 Let (y, p,u) and(yh, ph,uh) be the solutions of (7) and (25), respectively, and let
the co-controlσ and the discrete co-controlσh be defined in (8) and (26), respectively. Assume
that Uad

h ⊂Uad,
(
ω(uh−ud

h)− ph
)
|E∈EN

h
∈ H1(E) and that there is a vh ∈Uad

h such that [33]

‖
(
ω(uh−ud

h)− ph,vh−u
)
‖0,ΓN ≤C ∑

E∈EN
h

hE‖nE ·∇
(
ω(uh−ud

h)− ph
)
‖0,E‖u−uh‖0,E. (39)

Then, there exist positive constants Ci , 1≤ i ≤ 4, depending on the regularization parameter
ω, the coercivity constant ca andΩ, such that

‖u−uh‖0,ΓN + ‖σ−σh‖0,ΓN+‖|y− yh|‖+ ‖|p− ph|‖ (40)

≤C1ηu+C2θu+C3‖|p[uh]− ph|‖+C4‖|y[uh]− yh|‖.

Proof. In view of (7), (25) and (38), we have

‖|y− yh|‖ ≤ ctrc0c−1
a ‖u−uh‖0,ΓN + ‖|y[uh]− yh|‖, (41a)

‖|p− ph|‖ ≤ c−1
a c0‖y− y[uh]‖0,Ω + ‖|p[uh]− ph|‖ (41b)

≤ c−1
a c2

0‖|y− y[uh]|‖+ ‖|p[uh]− ph|‖.

By the inequalities (26), (38) and an application of the trace inequality (19a), we find

‖σ−σh‖0,ΓN = ω‖uh−u‖0,ΓN +ω‖ud−ud
h‖0,ΓN + ‖p− ph‖0,ΓN (42)

≤ (ω+ c2
trc

−2
a c4

0)‖uh−u‖0,ΓN +ω‖ud−ud
h‖0,ΓN + ctrc0‖|p[uh]− ph|‖.

By the optimal equalities (7c) and (25c), we obtain

ω‖u−uh‖
2
0,ΓN

=
(
ωu,u−uh

)
0,ΓN

−
(
ωuh,u−uh

)
0,ΓN

(43)

≤
(
ωud + p,u−uh

)
0,ΓN

−
(
ωuh,u−uh

)
0,ΓN

= −
(
ω(uh−ud

h)− ph,u−uh
)

0,ΓN
+
(
p− ph,u−uh

)
0,ΓN

+ω
(
ud −ud

h,u−uh
)

0,ΓN

≤
(
ω(uh−ud

h)− ph,vh−u
)

0,ΓN
+
(
p− ph,u−uh

)
0,ΓN

+ω
(
ud −ud

h,u−uh
)

0,ΓN
.
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For the first term on the right-hand side of (43), in view of theassumption in (39), and an
application of Young’s inequality, we obtain

(
ω(uh−ud

h)− ph,vh−u
)

0,ΓN
≤

2
ω ∑

E∈EN
h

h2
E‖n ·∇

(
ω(uh−ud

h)− ph
)
‖2

0,E (44)

+
ω
8
‖u−uh‖

2
0,ΓN

.

We split the second term on the right-hand side in (43) according to
(
p− ph,u−uh

)
0,ΓN

=
(
p− p[uh],u−uh

)
0,ΓN

+
(
p[uh]− ph,u−uh

)
0,ΓN

. (45)

The auxiliary equations in (37) yield

(u−uh, p− p[uh])0,ΓN = (u, p− p[uh])0,ΓN − (uh, p− p[uh])0,ΓN , (46)

= a(y− y[uh], p)−a(y− y[uh], p[uh]),

= (y− y[uh],y[uh]− y)0,Ω =−‖y− y[uh]‖
2
0,Ω ≤ 0.

Using Young’s inequality with the inequality (46) and the trace inequality (19a), we obtain

(
p− ph,u−uh

)
0,ΓN

≤
ω
4
‖u−uh‖

2
0,ΓN

+
c2

trc
2
0

ω
‖|p[uh]− ph|‖

2. (47)

The last term on the right-hand side of (43) can be estimated by invoking Young’s inequality
again, such that

ω
(
ud −ud

h,u−uh
)

0,ΓN
≤

ω
8
‖u−uh‖

2
0,ΓN

+
2
ω
‖ω(ud −ud

h)‖
2
0,ΓN

. (48)

Then, using (44), (47)-(48), we end up with

‖u−uh‖
2
0,ΓN

≤
2c2

trc
2
0

ω2 ‖p[uh]− ph‖
2
0,ΓN

+
4

ω2‖ω(ud −ud
h)‖

2
0,ΓN

(49)

+
4

ω2 ∑
E∈EN

h

h2
E‖n ·∇

(
ω(uh−ud

h)− ph
)
‖2

0,E.

Finally, combining (41), (42), and (49), the desired resultis obtained. �

It follows from Lemma 4.1 that we need to find a bound for‖|p[uh]− ph|‖. Now, we derive
an upper bound for the errors between auxiliary solutions and discrete solutions in terms of
the error estimators and data oscillations.

Lemma 4.2 If (y[uh], p[uh]) and(yh, ph) are the solutions of (37) and (25), respectively, then

‖|p[uh]− ph|‖
2 ≤ C

(
η2

p+θ2
p+ ‖y[uh]− yh‖

2
0,Ω

)
, (50a)

‖|y[uh]− ph|‖
2 ≤ C

(
η2

y +θ2
y

)
. (50b)
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Proof. Let ep = p[uh]− ph. By using the coercivity result (21) and the orthogonality relation
(18), we obtain

ca‖|ep|‖
2 ≤ ah(ep,ep)−ah(vh,ep) = ah(ψ,ep) (51)

=
(
yd − y[uh],ψ

)
0,Ω −

(
∑

K∈Th

(
∇ψ,∇ph)0,K +α(ψ, ph)0,K

)

+ ∑
E∈E0

h∪ED
h

[
({{∇ψ}}, [[ph]])0,E +({{∇ph}}, [[ψ]])0,E −

σ0

hE
([[ψ]], [[ph]])0,E

]
.

Integrating by parts, we see that

∑
K∈Th

(
∇ph,∇ψ)0,K = ∑

K∈Th

(−∆ph,ψ)0,K + ∑
E∈E0

h

[
({{∇ph}}, [[ψ]])0,E +([[∇ph]],{{ψ}})0,E

]

+ ∑
E∈ED

h

(nE ·∇ph,ψ)0,E + ∑
E∈EN

h

(nE ·∇ph,ψ)0,E. (52)

Now, using (52) in (51) with the addition and subtraction of the given data, we obtain

ca‖|ep|‖
2 ≤ ∑

K∈Th

[(
yd

h − yh+∆ph−αhph,ψ
)

0,K +(yd − yd
h,ψ)0,K +

(
(αh−α)ph,ψ

)
0,K

]

+ ∑
K∈Th

(yh− y[uh],ψ)0,K + ∑
E∈ED

h

(
nE ·∇ψ−

σ0

hE
ψ, ph

)
− ∑

E∈EN
h

(nE ·∇ph,ψ)0,E

+ ∑
E∈E0

h

[
({{∇ψ}}, [[ph]])0,E −

σ0

hE
([[ψ]], [[ph]])0,E − ([[∇ph]],{{ψ}})0,E

]
. (53)

For all ζ ∈Vh∩H1(Ω) with ζ|ΓD = 0, the orthogonality relation (18) yields

0= ah(ep, ph− ζ) = ∑
K∈Th

(
∇ep,∇(ph− ζ)

)
0,K +α

(
ep, ph− ζ)0,K

− ∑
E∈E0

h

({{∇(ph− ζ)}}, [[ep]])0,E − ∑
E∈ED

h

(nE ·∇(ph− ζ),ep)0,E

− ∑
E∈E0

h

({{∇ep}}, [[ph]])0,E − ∑
E∈ED

h

(nE ·∇ep, ph)0,E

+ ∑
E∈E0

h

σ0

hE
([[ep]], [[ph]])0,E − ∑

E∈ED
h

σ0

hE
(ph, ph)0,E. (54)

Letting ψ = ep− vh, wherevh is piecewise constant onTh and using (54) in (53), we obtain

ca‖|ep|‖
2 ≤ ∑

K∈Th

[(
yd

h − yh+∆ph−αhph,ψ
)

0,K +(yd − yd
h,ψ)0,K +

(
(αh−α)ph,ψ

)
0,K

]

+ ∑
K∈Th

(yh− y[uh],ψ)0,K − ∑
E∈E0

h

[σ0

hE
([[ph]], [[ψ]])0,E +([[∇ph]],{{ψ}})0,E

]
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− ∑
E∈ED

h

σ0

hE
(ψ, ph)0,E − ∑

E∈EN
h

(nE ·∇ph,ψ)0,E

+ ∑
K∈Th

[(
∇ep,∇(ph− ζ)

)
0,K +α

(
ep, ph− ζ)0,K

]
− ∑

E∈E0
h

({{∇(ph− ζ)}}, [[ep]])0,E

− ∑
E∈ED

h

(nE ·∇(ph− ζ),ep)0,E − ∑
E∈E0

h

σ0

hE
([[ph]], [[ph]])0,E − ∑

E∈ED
h

σ0

hE
(ph, ph)0,E. (55)

We now obtain bounds for the terms on the right-hand side of (55). The terms containingψ
are bounded by

1
λ1

(
h2

K ∑
K∈Th

‖yd
h− yh+∆ph−αhph‖

2
0,K + ‖yd− yd

h‖
2
0,K + ‖(αh−α)ph‖

2
0,K

)
(56)

1
λ1

h2
K ∑

K∈Th

‖yh− y[uh]‖
2
0,K +

1
λ2

∑
E∈E0

h

hE‖[[∇ph]]‖
2
0,E +

1
λ3

∑
E∈E0

h

σ0h−1
E ‖[[ph]]‖

2
0,E

+
1
λ4

∑
E∈ED

h

σ0h−1
E ‖ph‖

2
0,E +

1
λ5

∑
E∈EN

h

hE‖n ·∇ph‖
2
0,E +λ1 ∑

K∈Th

h−2
K ‖ψ‖2

0,K

+λ2 ∑
E∈E0

h

h−1
E ‖{{∇ψ}}‖2

0,E +λ3 ∑
E∈E0

h

σ0h−1
E ‖[[ψ]]‖2

0,E +λ4 ∑
E∈ED

h

σ0h−1
E ‖ψ‖2

0,E

+λ5 ∑
E∈EN

h

h−1
E ‖ψ‖2

0,E

for anyλi > 0, i = 1,2,3,4,5. To estimate the terms containingψ in (56), we choosevh as the
best piecewise constant approximation ofep. Then, using an approximation result of [4]

‖ψ‖0,K ≤ chK‖∇ep‖0,K K ∈ Th

with the trace inequality (19b), we obtain

∑
K∈Th

h−2
K ‖ψ‖2

K ≤ c ∑
KTh

‖∇ep‖
2
K , (57a)

∑
E∈E0

h

h−1
E

(
‖{{∇ψ}}‖2

0,E + ‖[[ψ]]‖2
0,E

)
≤ c ∑

E∈E0
h

∑
K=K,Ke

h−1
E

(
h−1

K ‖ψ‖2
0,K +hK‖nE ·∇ψ‖2

0,K

)

≤ c ∑
K∈Th

‖∇ep‖
2
K , (57b)

∑
E∈EB

h

h−1
E ‖ψ‖2

0,E ≤ c ∑
E∈E0

h

∑
K=K

h−1
E

(
h−1

K ‖ψ‖2
0,K +hK‖nE ·∇ψ‖2

0,K

)

≤ c ∑
K∈Th

‖∇ep‖
2
K . (57c)

Note that here we useh−1
E hK ≤ 1, which holds by the shape regularity of the mesh. The terms
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containingph− ζ on the right-hand side of (55) are also bounded by

λ8 ∑
K∈Th

‖∇ep‖
2
0,K +

1
λ8

∑
K∈Th

‖∇(ph− ζ)‖2
0,K +λ9 ∑

K∈Th

α‖ep‖
2
0,K (58)

+
1
λ9

∑
K∈Th

‖ph− ζ‖2
0,K + ∑

E∈E0

hE‖{{∇(ph− ζ)}}‖2
0,E + ∑

E∈E0

h−1
E ‖[[ph]]‖

2
0,E

+ ∑
E∈ED

hE‖nE ·∇(ph− ζ)‖2
0,E + ∑

E∈ED

h−1
E ‖ph‖

2
0,E.

The terms∇(ph−ζ) in (58) is bounded by∑
K∈Th

‖∇(ph−ζ)‖2
0,K by using the trace and inverse

inequalities. Further, the latter is bounded by∑
E∈E0

h−1
E ‖[[ph]]‖

2
0,E + ∑

E∈ED
h−1

E ‖ph‖
2
0,E, in view

of the estimate in [27, Thm. 2.1]. Likewise, the term∑
K∈Th

‖ph − ζ‖2
0,K is also bounded by

∑
E∈E0

hE‖[[ph]]‖
2
0,E + ∑

E∈ED
hE‖ph‖

2
0,E.

Finally, combining the bounds in (56)-(58) with‖∇ep‖0,K ≤ ‖|ep|‖ andα‖ep‖0,K ≤ ‖|ep|‖
provided thatλi , i = 1, . . . ,9 are sufficiently small, the desired result (50a) is obtained.

The proof of (50b) is carried out in the similar way. �

Combining Lemmas 4.1 and 4.2, we obtain the following reliability estimate:

Theorem 4.3 Let (y, p,u) and (yh, ph,uh) be the solutions of (7) and (25), respectively, and
let the co-controlσ and the discrete co-controlσh be defined in (8) and (26), respectively.
Assume that all the conditions in Lemma 4.1 hold. Then,

‖u−uh‖0,ΓN + ‖σ−σh‖0,ΓN + ‖|y− yh|‖+ ‖|p− ph|‖ ≤C
(
η+θ

)
. (59)

4.2 Efficiency of the error estimator

Here we provide a lower bound, up to data oscillations, for the discretization errors in terms
of the error estimator as given in (30). We will show that the local error estimators can be
bounded from above by the local constituents of the error andassociated data oscillations. We
use the same arguments as in [39, 27]. The element and edge bubble functions, denoted bybK

andbE, respectively, are defined by

‖bK‖∞,K = 1, bK ∈ H1
0(K) and ‖bE‖∞,E = 1, bE ∈ H1

0(ωE), (60)

whereωE is the union of the two elements that share it. We recall from [39] that there exist
constants, depending on the shape regularity of the triangulationTh such that

‖v‖2
0,K ≤ c1(v,vbK)0,K , K ∈ Th, (61a)

‖vbK‖0,K ≤ c2‖v‖0,K, K ∈ Th, (61b)

|vbK |1,K ≤ c3h−1
K ‖v‖0,K , K ∈ Th, (61c)

‖w‖2
0,E ≤ c4(w,wbE)0,E, E ∈ Eh, (61d)

‖wbK‖0,E ≤ c5‖w‖0,E, E ∈ Eh, (61e)

‖wbE‖0,ωE ≤ c6h1/2
E ‖w‖0,E, ωE = K ∪Ke, E = K ∩Ke, (61f)
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|wbE|1,ωE ≤ c7h−1/2
E ‖w‖0,E, ωE = K ∪Ke, E = K ∩Ke, (61g)

for any elementK ∈ Th, edgeE ∈ Eh, and polynomialsv andw defined on elements and edges,
respectively.

In the following, for a set of elementsS, we denote by‖| · |‖S the local energy norm

‖|v|‖S=
(

∑
K∈S

(
‖∇vh‖

2
0,K +α‖v‖2

0,K

)
+ ∑

E∈E0
h∪ED

h ⊂S

(
hE‖{{∇v}}‖2

0,E +
σ0

hE
‖[[vh]]‖

2
0,E

))1/2
.

Lemma 4.4 Let (y, p,u) and(yh, ph,uh) be the solutions of (7) and (25), respectively, and let
the error estimatorsηy,K , ηp,K and the data oscillationsθy,K ,θp,K be given by (32) and (36),
respectively. Then,we have

η2
y,K ≤ C

(
‖|∇(y− yh)|‖

2
K +θ2

y,K

)
, (62a)

η2
p,K ≤ C

(
‖|∇(p− ph)|‖

2
K +θ2

p,K +h2
K‖y− yh‖

2
0,K

)
. (62b)

Proof. We define the residualR= fh +∆yh −αhyh, and setW = h2
KRbK , wherebK is the

bubble function 27λ1λ2λ3 expressed in terms of the barycentric coordinatesλ j , j = 1,2,3, of
K. By the inequality (61a),

h2
K‖R‖2

0,K ≤ c1(R,W)0,K = c1

((
f +∆yh−αhyh,W

)
0,K +( fh− f ,W)0,K

)
.

Since the exact solution satisfies( f +∆y−αy)|K = 0, we obtain, using integration by parts
and addition and substraction of the exact data, that

h2
K‖R‖2

0,K ≤ c1

(
(∇(y− yh),∇W)0,K +( fh− f ,W)0,K +

(
(α−αh)yh,W

)
0,K

)
.

Here, we also used thatW|∂Ω = 0. By the inequalities (61b), (61c) and an application of
Young’s inequality, we obtain

h2
K‖R‖2

0,K ≤C
(
‖∇(y− yh)‖

2
0,K +h2

K‖ f − fh‖
2
0,K +h2

K‖(α−αh)yh‖
2
0,K

)
+Cδ‖R‖2

0,K,

which is the desired result (62a) for sufficiently smallδ. The inequality (62b) can be proven
analogously. �

Lemma 4.5 Let (y, p,u) and(yh, ph,uh) be the solutions of (7) and (25), respectively, and let
the error estimatorsηy,K , ηp,K and the data oscillationsθy,K ,θp,K be given by (32) and (36),
respectively. In addition, letωE = K ∪Ke be the union of any two elements, i.e., K,Ke with
E = K ∩Ke. Then, we have

hE‖[[∇yh]]‖
2
0,E ≤ C

(
‖|y− yh|‖

2
ωE

+ ∑
K=K,Ke

η2
y,K + ∑

K=K,Ke
θ2

y,K

)
, (63a)

hE‖[[∇ph]]‖
2
0,E ≤ C

(
‖|p− ph|‖

2
ωE

+ ∑
K=K,Ke

η2
p,K + ∑

K=K,Ke
θ2

p,K

)
. (63b)
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Proof. We setW = [[∇yh]]bE, wherebE is the bubble edge function onωE given by

bE|K = 4λ1λ2, bE|Ke = 4λe
1λe

2.

By using the inequality (61d) and the fact that[[∇y]] = 0 on the interior edges, we obtain

hE‖[[∇yh]]‖
2
0,E ≤ c4hE

(
[[∇yh]],W

)
0,E = c4hE

(
[[∇(yh− y)]],W

)
0,E.

After integration by parts over each of the two elements ofωE = K∪Ke, we have
(
[[∇(yh− y)]],W

)
0,E =

(
∆(yh− y),w

)
0,ωE

+
(
∇(yh− y),∇w

)
0,ωE

.

Using the differential equation−∆y+αy= f and approximating the data, we obtain

hE‖[[∇yh]]‖
2
0,E ≤ c4hE

((
fh+∆yh−αhyh,W

)
0,ωE

+( f − fh,W)0,ωE +
(
(αh−α)yh,W

)
0,ωE

)

+c4hE

((
α(yh− y),W

)
0,ωE

+
(
∇(yh− y),∇W

)
0,ωE

)
.

Then, the inequalities (61f) and (61g) yield

hE‖[[∇yh]]‖
2
0,E ≤Ch1/2

E ‖[[∇yh]]‖0,E

(
‖|y− yh|‖ωE

+
(

∑
K=K,Ke

η2
y,K

)1/2
+
(

∑
K=K,Ke

θ2
y,K

)1/2)
,

which gives the desired result (63a) after an application ofYoung’s inequality and the shape-
regularity of the mesh, i.e.,hE ≤ γhK with γ > 1. The proof of (63b) is carried out in the
similar way. �

Lemma 4.6 Let (y, p,u) and (yh, ph,uh) be the solutions of (7) and (25), respectively, and
let ηy,EN and ηp,EN and the data oscillationsθy,K ,θy,EN ,θp,K be given by (34b) and (36),
respectively. Then, we have

η2
y,EN ≤ C

(
‖|y− yh|‖

2
K +η2

y,K +θ2
y,K +θ2

y,EN + ‖u−uh‖
2
0,E

)
, (64a)

η2
p,EN ≤ C

(
‖|p− ph|‖

2
K +η2

p,K +θ2
p,K

)
. (64b)

Proof. We setW = (nE ·∇yh−uh−gN
h )bE, wherebE is the bubble edge function. By using

the inequality (61d) and the fact thatnE ·∇y = u+gN on the Neumann boundary edges, we
obtain

η2
y,EN = hE‖uh+gN

h −nE ·∇yh‖
2
0,E

≤ c4hE
(
nE ·∇yh−uh−gN

h ,W
)

0,E

= c4hE

((
nE ·∇(yh− y),W

)
0,E +(u−uh,W)0,E +(gN −gN

h ,W)0,E

)
.

By integration by part over the elementK ⊃ E, the differential equation−∆y+αy= f and
approximating the data, we obtain

η2
y,EN ≤ c4hE

((
fh+∆yh−αhyh,W

)
0,K +( f − fh,W)0,K +

(
(αh−α)yh,W

)
0,K

)

+c4hE

((
α(yh− y),W

)
0,K +

(
∇(yh− y),∇w

)
0,K

)

+c4hE

(
(u−uh,W)0,E +(gN−gN

h ,W)0,E

)
.
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Then, the inequalities (61e)-(61g) yield

η2
y,EN ≤Ch1/2

E ‖uh+gN
h −nE ·∇yh‖0,E

(
‖|y− yh|‖K +η2

y,K +θ2
y,K +θ2

y,EN + ‖u−uh‖
2
0,E

)
.

Finally, by applying Young’s inequality, we obtain the desired result (64a). The proof of (64b)
can be verified by using the same arguments. �

What is now left is to bound the estimator for the discretization error in the controls.

Lemma 4.7 Let (y, p,u) and(yh, ph,uh) be the solutions of (7) and (25), respectively, and let
ηu,EN andθu be given by (34c) and (36), respectively. Then, we have

η2
u,EN ≤C

(
‖u−uh‖

2
0,ΓN

+ ‖|p− ph|‖
2
K +θ2

u (65)

+hE‖
(
nE ·∇

(
ω(uh−ud

h)− ph
))

χAh‖
2
0,E

)
,

whereAh is the union of the active setsAa,h andAb,h.

Proof. We have that(ω(u−ud)− p)χI = 0 from (11). It follows from the inverse inequality
(20) that

η2
u,EN = hE‖nE ·∇

(
ω(uh−ud

h)− ph
)
‖2

0,E

≤ C‖
(
ω(uh−ud

h)− ph
)
χIh‖0,E +hE‖

(
nE ·∇

(
ω(uh−ud

h)− ph
))

χAh‖
2
0,E

= C‖
(
ω(uh−ud

h)− ph−ω(u−ud)+ p
)
χIh|

2
0,E +hE‖

(
nE ·∇

(
ω(uh−ud

h)− ph
))

χAh‖
2
0,E

≤ C
(
ω‖u−uh‖

2
0,E +ω‖ud−ud

h‖
2
0,E + ‖p− ph‖

2
0,E

)
+hE‖

(
nE ·∇

(
ω(uh−ud

h)− ph
))

χAh‖
2
0,E.

This is the desired inequality. �

Now, we can derive the efficiency estimate in the following theorem.

Theorem 4.8 Let (y, p,u) and (yh, ph,uh) be the solutions of (7) and (25), respectively, and
the error estimatorη and data oscillationθ be given as in (31) and (35), respectively. Then,
it holds

η ≤C
(
‖u−uh‖0,ΓN + ‖|y− yh|‖+ ‖|p− ph|‖+θ (66)

+ ∑
E∈EN

h

hE‖
(
nE ·∇

(
ω(uh−ud

h)− ph
))

χAh‖0,E

)
.

Proof. By the definition of the energy norm defined in (23), and the fact that [[y]] = 0 on the
interior edges andy= gD on the Dirichlet boundary edges, we can easily derive

∑
E∈E0

h

σ2
0

hE
‖[[yh]]‖

2
0,E + ∑

E∈ED
h

σ2
0

hE
‖gD

h − yh‖
2
0,E ≤C

(
‖|y− yh|‖

2+ ∑
E∈ED

h

h−1
E ‖gD−gD

h ‖
2
0,E

)
. (67)

Analogously, we obtain

∑
E∈E0

h

σ2
0

hE
‖[[ph]]‖

2
0,E + ∑

E∈ED
h

σ2
0

hE
‖ph‖

2
0,E ≤C‖|p− ph|‖

2. (68)
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Then, the combination of the results in Lemma 4.4-4.6 with the inequalities (67)-(68) gives
the assertion (66). �

Remark 4.9 In our numerical experiments, we use

η̃u = ∑
E∈EN

h

hE‖
(
nE ·∇

(
ω(uh−ud

h)− ph
))

χIh‖0,E (69)

as an indicator of the control instead ofηu (31c), sinceηu does not lead to a localization of
refinement of the inactive set. The same problem is also observed for the control indicators
proposed in [22, 28, 33].

In addition, we approximate the characteristic function bya posteriori quantities as done
in [32]. For µ > 0, let

χIh =
(uh−ua

h)(u
b
h−uh)

hµ+(uh−ua
h)(u

b
h−uh)

.

5 Implementation details

5.1 The adaptive loop

An adaptive procedure for the symmetric interior penalty Galerkin discretization of the opti-
mization problem (2)-(3) consists of successive loops of the following sequence:

SOLVE → ESTIMATE → MARK → REFINE.

The SOLVE step is the numerical solution of the optimal control problem with respect to
the given triangulationTh using the SIPG discretization. By using the primal dual active
set (PDAS) algorithm as a semi-smooth Newton step, see, e.g., [6], we solve the following
discrete linear system:




M · K T ·
· ωMB −MB MB

K −MB · ·
· γχAh · χIh







yh

uh

ph

σh


=




M yd

ωMBud

F

γ
(
χAa,hu

a+χAb,hu
b
)


 , (70)

whereAh = Aa,h∪Ab,h is a diagonal 0-1-matrix.χAa,h,χAb,h andχAh denote the characteristic
functions ofAa,h, Ab,h andAh, respectively.M andMB are mass matrices on the domain
and boundary, respectively.K andF correspond to the bilinear formah(yh,vh) and the linear
form lh(vh) defined in (15), respectively.

For theESTIMATE step, the residual error estimatorsηy,ηp andηu defined in Section 4
are used. In theMARK step of the adaptive loop, the edges and elements for the refinement are
specified by using the a posteriori error estimator and by choosing subsetsMK ⊂ Th andME ⊂
Eh such that the following bulk criterion [12] is satisfied for the given marking parameterΘ
with 0< Θ < 1:

Θ ∑
K∈Th

(ηy
K)

2+(ηp
K)

2 ≤ ∑
K∈MK

(ηy
K)

2+(ηp
K)

2,

Θ ∑
E∈Eh

(ηy
E)

2+(ηp
E)

2+(ηu
E)

2 ≤ ∑
E∈ME

(ηy
E)

2+(ηp
E)

2+(ηu
E)

2.
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Bigger Θ will result in more refinement of triangles in one loop and smaller Θ will result
in a more optimal grid but more refinement loops. We note that the data oscillations may
be included in the bulk criterion in the same way. Finally, inthe REFINE step, the marked
elements are refined by longest edge bisection, whereas the elements of the marked edges are
refined by bisection [9].

5.2 Numerical results

We now present several numerical results in order to examinethe quality of the derived esti-
mators in Section 4 and the performance of the adaptive loop introduced in Section 5.1. We
use piecewise linear polynomials for the approximation of the state, the adjoint, the control
and the co-control. The penalty parameterσ0 in the SIPG is chosen asσ0 = 6 on the interior
edges and 12 on the boundary edges. The parameterγ used in the definition of the active
and inactive sets is chosen as equal to the regularization parameterω. The effective index is
calculated according to

effectivity index=
ηy+ηp+ηu

‖|y− yh|‖+ ‖|p− ph|‖+ ‖u−uh‖0,ΓN + ‖σ−σh‖0,ΓN

. (71)

We finally define the projection of the control such that

Projua,ub(v) = max{ua,min{ub,v}}. (72)

5.2.1 Example 1

We use an example on the L-shaped domain, which is given by asΩ = (−1,1)2\
(
[0,1]×

(−1,0]
)

with Γ = ΓN, see Figure 1. The control is defined all Neumann boundary. The box
constraints are given byua = −0.5 andub = 0.5. The reaction termα and the regularization
parameterω are taken asα = 1 andω = 1, respectively. The remaining data of the problem
are

f (r,θ) = 0, ud(r,θ) = 0, gN(r,θ) =−Projua,ub

(
r2/3sin(

2
3

θ)
)
, yd(r,θ) = r2/3sin(

2
3

θ),

wherer =
√

x2
1+ x2

2, ∀(x1,x2) ∈ Ω andθ =

{
atan2(x1,x2), atan2(x1,x2)≥ 0,
atan2(x1,x2)+2π, atan2(x1,x2)< 0

with

the function atan2(x1,x2), i.e., four-quadrant inverse tangent (arctangent) ofx1 andx2. Note
that the function atan2(x1,x2) is defined in MATLABR©.

�
�
�
�

�
�
�
�
�
�
�
�

Γ1

Γ1

Γ2

Γ2

Γ3

Γ4
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Figure 1: Example 5.2.1: L-shaped domain.

The analytical solutions of the state, adjoint, control andco-control are given by

y(r,θ) = 0,

p(r,θ) = r2/3sin(
2
3

θ),

u(r,θ) = Projua,ub

(
r2/3sin(

2
3

θ)
)
,

σ(r,θ) = r2/3sin(
2
3

θ)−Projua,ub

(
r2/3sin(

2
3

θ)
)
,

respectively.

Figure 2: Example 5.2.1: Computed solution of the adjointp.

The adjoint exhibits a typical singularity at the re-entrant corner of the domainΩ, see Fig-
ure 2. Figure 3 displays the computed controlu and the computed co-controlσ on the Neu-
mann boundary. We observe that inactive set is equal to

I = [−0.78,0]×{−1}∪ [0,1]×{0}∪{0}× [−1,0]∪{1}× [0,0.78]. (73)

The initial mesh is generated by starting first dividingΩ into uniform squares and then dividing
each square into two triangles. It should be emphasized thatwe are working with a single
mesh for all variables. Consequently, the mesh reflects regions of substantial change in the
variables. Figure 4 shows the adaptively generated triangulations after seven refinement steps
with Θ = 0.50 in the bulk criteria. The more refinements occurs on the onehand for the
singularity of the adjoint at the re-entrant corner, and on the other hand for the discretization
of the control in the inactive setI (73), as we expected.

Figure 5 displays the performance of the error estimator proposed in Section 4 in terms of
number of vertices for the marking parameterΘ = 0.5. The left plot shows the effectivity
index of the estimator, which is the ratio between the error measured in the‖| · |‖-norm and the
estimator, defined in (71). Some minimal resolutions are necessary so that the ratio becomes
constant.
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Figure 3: Example 5.2.1: The computed controlu and the computed co-controlσ on the Neu-
mann boundary regions.

Figure 4: Example 5.2.1: Adaptively generated mesh after 7 refinement steps withΘ = 0.50
in the bulk criteria.

The middle plot displays that the‖| · |‖-error and estimatorη decay with a rate close to
the optimal rateN−1/2, whereN is the number of vertices. Lastly, the right plot shows the
actual size of the state, adjoint and control related components of the error estimator and data
oscillation. As can be expected, the adjoint component of the estimator is dominant due to
the singularity at the reentrant corner ofΩ. Since the desired controlud and the bounds of the
control, i.e.,ua,ub are constants, the data oscillation of the controlθu is equal to zero.
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decay of the total error and estimator. The right plot shows the components of the
error estimator and data oscillation. The marking parameter is Θ = 0.50 in the bulk
criteria.
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Figure 6: Example 5.2.1: The global errors of the state, adjoint in ‖| · |‖ andL2-norms (top),
and of the control and co-control inL2-norm on adaptively and uniformly refined
meshes with various marking parametersΘ = 0.3,0.5,0.8 in the bulk criteria.
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We next have a closer look the convergence of the state, adjoint, control and co-control
variables. Figure 6 illustrates the errors of the state and adjoint in the‖| · |‖ andL2-norms, and
of the control and co-control in theL2-norm on adaptively and uniformly refined meshes with
various marking parametersΘ = 0.3,0.5,0.8. For all case, the adaptive refinements lead to
better approximate solutions than the uniform refinements.Although the smallerΘ require
more refinement loops, it produces more accurate results dueto the obtained optimal mesh.

5.2.2 Example 2

This example is taken from [28]. Kohls et al. have solved thisexample by using a hierarchical
estimator, discretized by a continuous finite element approximation. We letΩ = [0,3]2 with
Γ= ΓN. However, the boundary control is only considered on{0}× [1,2]. The reaction termα
and the regularization parameterω are taken asα = 1 andω = 1, respectively. The remaining
setup of the problem is as follows:

f (x1,x2) = e−10r2
(41−400r2),

ud(x1,x2) = 0,

gN(x1,x2) =





−Projua,ub

(
Z
2n

(
(2n+1)

(
2
3x2−1

)
−
(

2
3x2−1

)2n+1
))

, (x1,x2) ∈ {0}× [1,2],

−60e−10(9+y2), x1 = 3,

−60e−10(x2+9), x2 = 3,
0, otherwise,

yd(x1,x2) = e−10r2
+Z

(
2n+1

2n

(
2
3

x2−1

)
+

8n+4
9

(
2
3

x2−1

)2n−1

−

(
2
3

x2−1

)2n+1
)
,

wherer =
√

x2
1+ x2

2, ∀(x1,x2) ∈ Ω. The analytical solutions of the state, adjoint, control and
co-control are given by

y(r,θ) = e−10r2
,

p(r,θ) =
Z
2n

(
(2n+1)

(
2
3

x2−1

)
−

(
2
3

x2−1

)2n+1
)
,

u(r,θ) = Projua,ub

(
Z
2n

(
(2n+1)

(
2
3

x2−1

)
−

(
2
3

x2−1

)2n+1
))

,

σ(r,θ) =
Z
2n

(
(2n+1)

(
2
3

x2−1

)
−

(
2
3

x2−1

)2n+1
)

−Projua,ub

(
Z
2n

(
(2n+1)

(
2
3

x2−1

)
−

(
2
3

x2−1

)2n+1
))

,

respectively, withZ = 10,n= 20. The components of the error estimator exhibit local refine-
ments in different regions of the domain due to the particular features of the state, the adjoint,
and the control. The statey needs more refinement around the origin due to the shape of the
narrow exponential peak. The adjointp displays a boundary layer close tox2 = 0 andx2 = 3.
These features can be observed in Figure 7.
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Figure 7: Example 5.2.2: Computed solutions of the statey (left) and the adjoint (right).
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Figure 8: Example 5.2.2: Adaptively generated mesh (left) after 13 adaptive refinement step
with Θ = 0.5, and the computed controlu (right) for the inactive case.

To observe the sensitivity of the adaptive algorithm with respect to the changes of the active
and inactive sets, we test the example with different box constraints:

Inactive case: We first consider the control constraints as

ua =−5 and ub = 5.

Figure 8 reveals the adaptively refined mesh (left) and the computed control (right) for the
inactive case. We observe that the control is between the lower bound and upper bound,
i.e., ua < u < ub. Therefore, the inactive setI is equal to all of the control boundary, i.e.,
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I = {0}× [1,2]. In the adaptive refinement, our error indicatorη̃u (69) catches the inactive set
well, see Figure 8 (left), after 13 adaptive refinement stepswith Θ = 0.5 in the bulk criteria.
Further, the resolution of the state and the adjoint occur asexpected.

Mixed case I: The control constraints are now considered as

ua =−2 and ub = 0.

Now, the value of control varies between the lower bound and upper bound:

u= ua for x2 ∈ [1,1.2] and u= ub for x2 ∈ [1.4,2].

Therefore, the inactive setI = {0}× [1.2,1.4]. Figure 9 reveals that the inactive set of the
mixed case I are picked out well in the adaptive refinement.
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Figure 9: Example 5.2.2: Adaptively generated mesh (left) after 13 adaptive refinement step
with Θ = 0.5, and the computed controlu (middle) and co-controlσ (right) for the
mixed case I.

Mixed case II: We finally considered the control constraints as

ua = 0 and ub = 2.

Now, the value of control varies between the lower bound and upper bound as the previous
case:

u= ua for x2 ∈ [1,1.5] and u= ub for x2 ∈ [1.8,2].

Therefore, the inactive setI = {0}× [1.5,1.8]. As previous cases, the inactive set of the mixed
case II are picked out well in the adaptive refinement, see Figure 10 (left).

We next have a closer look some properties of the proposed estimator for the inactive case.
Figure 11 (left) displays the ratio between the error with‖| · |‖-norm and the estimator, called
the effectivity index for the inactive case with the markingparameterΘ = 0.50. The ratio
converges to a constant after a few iterations.
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Figure 10: Example 5.2.2: Adaptively generated mesh (left)after 13 adaptive refinement step
with Θ = 0.5, and the computed controlu (middle) and co-controlσ (right) for the
mixed case II.
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Figure 11: Example 5.2.2: The left plot shows the effectivity index. The middle plot shows
the decay of the total error and estimator. The right plot shows the components of
the error estimator and the data oscillation. The results are obtained for the inactive
case withΘ = 0.50 in the bulk criteria.

The middle plot in Figure 11 shows the decay of the error and estimator versus the number
of vertices for the adaptive refinement. The estimator underestimates the error by an almost
constant factor. We observe that the behaviour of the error and the estimator is similar to the
results obtained in [28]. The right plot in Figure 11 shows the actual size of the state, adjoint
and control related components of the error estimator and the data oscillations for the inactive
case. The refinement process is dominated by the contribution of the adjoint.

Figure 12 finally illustrates the errors of the state and adjoint in the ‖| · |‖ andL2-norms,
and of the control in theL2-norm on adaptively and uniformly refined meshes with various
marking parametersΘ = 0.3,0.5,0.8. The adaptive refinements lead to better approximate
solutions than uniform refinements.
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Figure 12: Example 5.2.2: Errors of the statey (left) and adjointp (middle) in‖| · |‖ andL2-
norms, and the controlu (right) in L2-norm on adaptively and uniformly refined
meshes for the inactive case with various marking parameters Θ = 0.3,0.5,0.8 in
the bulk criteria.

5.2.3 Example 3

We use the example considered in [15]. Gaevskaya et al. have solved this example by using
a residual-type error estimator, discretized by a continuous finite element approximation. In
this example we use non-constant lower and upper bounds for the control, which are highly
oscillating constraints. The data of the problem are

Ω = (0,1)2, ΓN = (0,1)×{0}, ΓD = ∂\ΓN, α(x1,x2) = 1, ω = 10−3, ud(x1,x2) = 0,

yd(x1,x2) =






0, x1 ≤ 0.5,
1, 0.5< x1 < 0.75,
−1, 0.75< x1,

, f (x1,x2) = 0, gD(x1,x2) = 0, gN(x1,x2) = 0,

ua = sin(8πx1), ub = 2+ cos(π/2+8x1).

Figures 13 and 14 show the computed solutions of the statey, the adjointp, the controlu,
and the co-controlσ, respectively. The control switches from the lower to the upper bound
and back again to the lower bound onΓN. This is an almost ”bang-bang” type optimal control.

The initial mesh is generated by starting first dividingΩ into 8× 8 uniform squares and
then dividing each square into two triangles as in the previous examples. Adaptively generated
meshes after six (left) and eight (right) refinements are displayed in Figure 15 withΘ= 0.45 in
the bulk criterion. As expected, more refinements occur on the one hand for the discretization
of the control in the inactive set, almost Neumann boundaryΓN, and on the other hand for the
discretization of the state and adjoint on the right side of the mesh, i.e.,(0.5,1)× (0,1).
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Figure 13: Example 5.2.3: Computed solutions of the statey (left) and of the adjointp (right).
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Figure 14: Example 5.2.3: Computed solutions of the controlu (left) and of the co-controlσ
(right). The lower and upper bounds on the control, i.e.,ua andub, are shown as
’dashed (blue)’ and ’dotted (red)’ lines, respectively.

The components of the residual type a posteriori error estimator and data oscillations are
presented in Table 1 on the mesh hierarchy withΘ = 0.45 in the bulk criterion. We observe
that dominating contributions such as the state estimatorηy, the adjoint estimatorηp, and the
control oscillationθu are smaller than obtained in [15] for approximately the samenumber of
vertices.
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Figure 15: Example 5.2.3: Adaptively generated meshes after 6 (left) and 8 (right) refinement
steps withΘ = 0.45 in the bulk criteria.

# vertices ηy ηp ηu θp θu

81 4.83e-01 1.20e-01 5.30e-06 8.07e-02 1.00e+00
167 3.70e-01 8.03e-02 2.84e-06 3.93e-02 6.35e-01
332 2.80e-01 5.81e-02 9.21e-07 2.37e-02 3.89e-01
582 2.49e-01 4.42e-02 5.52e-07 1.39e-02 1.37e-01
1174 1.83e-01 3.26e-02 2.60e-07 9.51e-03 7.30e-02
2116 1.32e-01 2.46e-02 1.23e-07 6.02e-03 3.91e-02
4055 9.57e-02 1.90e-02 5.96e-08 3.80e-03 1.75e-02
7234 6.92e-02 1.44e-02 2.97e-08 2.11e-03 9.76e-03

Table 1: Example 5.2.3: Components of the error estimator and data oscillation forΘ = 0.45.

6 Conclusions

In this paper, we study a posteriori error analysis of the symmetric interior penalty Galerkin
(SIPG) method for the boundary optimal control problems governed by the elliptic PDEs with
bilateral control constraints. Piecewise linear polynomials are used to discretize the unknown
variables. The lower and upper error estimates are derived to show the efficiency and reliability
of the proposed error estimator by invoking data oscillations. The numerical results show that
the adaptive refinements are superior to uniform refinements. Future work will include the
extension of our results to Dirichlet boundary optimal control problems.
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